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Abstract. In this paper we propose the construction of a visual content layer which
describes the visual appearance of geographic locations in a city. We captured, by
means of a Mobile Mapping system, a huge set of georeferenced images (> 500K)
which cover the whole city of Barcelona. For each image, hundreds of region de-
scriptions are computed off-line and described as a hash code. All this informa-
tion is extracted without an object of reference, which allows to search for any
type of objects using their visual appearance. A new Visual Content layer is built
over Google Maps, allowing the object recognition information to be organized and
fused with other content, like satellite images, street maps, and business locations.
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Introduction

With the exponential growth of multimedia content in Internet, powerful and robust data
mining mechanisms and retrieval processes are required. Online map interaction is one
of the emerging applications where these technologies can be deployed to access rich
multimedia data associated to physical places. This source of knowledge can be useful
for users in order to automatically compute the route of a trip or to look for entertainment
places or hotels.

One of the most extended and powerful maps engine is Google Maps [1], where
information is distributed in a set of layers, each one containing specific data, such as map
pixel color, street name, or a particular business name. Recently, georeferenced street
images have also been proposed as a new type of information linked to this map data [1],
but up to now the automatic exploitation of this information has been rather limited.

This database can be potentially useful for several applications, such as looking for
businesses by means of logos, urban furniture maintenance, or to retrieve any kind of vi-
sual object category. Recently, the authors of [2] have proposed the use of georeferenced
images to recognize a limited set of tourist sights via mobile vision services in urban sce-
narios. Other works have used GPS information to complement the visual information
for event recognition in video sequences [3], or to define image indexing of spaces [4],
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which can be applied to guide image acquisition for spatial perception, to help camera
setting for surveillance, or for image indexing in virtual tours.

In this article, we present our work on a database of about half million georefer-
enced images that cover the whole city of Barcelona. Images were obtained by means
of a Mobile Mapping process [5]. This database is processed for getting a visual con-
tent description. We have used fast affine Hessian-Laplace region detection and SURF
description, which results in about 500.000.000 keypoints for the whole database. Next,
a semantic indexing is performed in order to built a hash code for fast content access.
With this information, we have built an object retrieval prototype that retrieves object
categories demanded by the user. The new information is visualized in an interactive map
application that uses the Google Maps API.

The paper is organized as follows: Section 1 describes the main modules of the sys-
tem, corresponding to the database acquisition and description, user queries, and the re-
trieval process. Section 2 validates the proposed system, and finally, section 3 concludes
the paper.

1. Barcelona Mining Application

We have developed a web-based application that works on a proprietary image database
of Barcelona, which has been acquired using a mobile mapping system [5]. All these
images are processed so that a high amount of visual features are defined and codified
by means of a hash code. These features represent the visual appearance of a specific
geographical point and can be accessed by content.

A javascript program in the client web browser controls the interaction with the map,
sending queries to a server that links our data and application to Google Maps. Given
a query asking for topological information, street names, satellite imagery or a certain
object category, the server retrieves the required information. Finally, the received data is
shown in a Visual Content layer on the client, indicating their corresponding geograph-
ical location. The architecture of the Barcelona mining project is shown in Fig. 1. Next,
each module of this system is explained in detail.

1.1. Mobile Mapping Acquisition Process

The mobile mapping system [5] used in this work has been initially developed in order to
create an inventory of the Barcelona streets, specially, to capture building facades. A total
of 3.800 streets (corresponding to more than 1.290Km) were scanned using six color
cameras with different orientations, all of them synchronized with a GPS/INS system,
acquiring an image each five meters. The result is a set of about 500.000 georeferenced
images. The mobile vehicle and examples of captured scenes of Barcelona are shown in
Fig. 2.

1.2. Keypoint database generation

The captured images are stored using the LizardTech MrSID 2 format, having a resolution
of 1200 × 1600 pixels. At each image, we have applied the fast affine Hessian-Laplace
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Figure 1. Barcelona mining scheme.

Figure 2. Mobile Mapping vehicle and examples of captured urban scenes.



region detector [6]. After normalizing the detected ellipses, the SURF descriptor [7] is
computed for each detected region. We obtained more than 1000 regions per image,
which corresponds to a total of 500.000.000 descriptions in the database. In order to
manage this huge amount of data, we generate a compact binary representation for each
descriptor, which is used as a hash code in order to rapidly find points in the database
similar to a given one.

Since we need to save millions of points in our database, the use of the Hessian
based keypoints allows to use the sign of the Laplacian as a first indexing criterion. This
allows to distinguish bright patterns on dark backgrounds from the reverse case. Nev-
ertheless, the number of necessary comparisons to index the database recommends the
use of hashing strategies. For this task, the Candid covariance-free incremental principal
component analysis (CCPA) approach of [8] is applied in order to project the original
64-dimensions SURF feature space into a 31-dimensions feature space. This strategy al-
lows a compact representation of the descriptors, computing the principal components
incrementally without estimating the covariance matrix, and thus, being able to fastly
process huge amount of data. This is performed keeping the scale of the observations and
computing the mean of observations incrementally. Once the principal components are
computed, the first 31 most significant components are selected, keeping to more than
the 95% of the variance. Each of these values is set to one if it is greater than zero, or
to zero otherwise. Finally, an additional bit corresponing to the sign of the Laplacian is
introduced as the most-significant bit, obtaining a final representation of 32 bits. We also
include for each keypoint its corresponding frame identifier, and its spatial coordinates
(x, y) in the image.

1.3. Client application

The client application takes advantage of the recently opened Google APIs, that allows
a fast and simple integration of our database with a complete map engine. Google Maps
organizes geographical information in different layers, each one with a specific content,
such as aerial or satellite images, street names, traffic information, businesses, etc. In this
paper, we propose to incorporate a new Visual Content layer, that allows content-based
visual queries.

The client application allows the user to choose between a set of predefined visual
objects represented as a set of point features. The selected object is sent to the server-side
application, where it is processed. Once the retrieval process is ended, the client shows
the points where candidate instances for the selected object are found, with the image
of the instance and its geographical coordinates. In order to validate or complement the
results, a Google Street View of the area is displayed when it is available.

1.4. Server application

The server application is developed as a Java servlet which performs the object retrieval
task and generates the client code to show the results. The retrieval process consists of
two basic operations, which are used in different steps of the retrieval process:

Point-to-point correspondence: This process consists of finding points in a given scene
which are similar to each point of the model. In order to decide when two points
are similar enough to link them we compute the distance between the descriptors
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Figure 3. (a) Models alignment. (b) Point-to-point correspondence sample.

of keypoints in the model and the descriptors of keypoints in the scene. If the
distance between one point of the model with their nearest point is larger than a
certain threshold from the second nearest point, the two points are linked.

Homography estimation: When a set of keypoints of the model and a set of keypoints
of the scene have been linked, we use those correspondences in order to estimate
the homography or collineation H which allows to transform the model points x to
their correspondent scene points x′. The result is a transformation matrix H , where
x′ = Hx. The estimation of H is performed using the RANSAC algorithm [9],
which allows to discard outliers, and therefore it is robust to errors on the point to
point correspondence process.

When we are looking for some type of urban furniture which can be altered (van-
dalism, deformations, painting, etc.) or when it can be viewed from several points of
view, it is useful to provide the system with more than one sample image, which allows
a better generalization of the object, being able to find a wider set of instances. When
multiple samples are used, it is necessary to normalize them, obtaining a virtual model
which shares the information of the different instances.

The normalization process consists of selecting one of the provided images as the
reference model. Then, for each of the other samples, we find the corresponding points
between this instance and the reference model, and estimate the homography between
all the points. Finally, this homography is used in order to project the points of the given
image over the reference model. In Fig. 3a, an example of this process is shown, where
four models are summarized in just one. Note that in the virtual model, we have keypoints
that do not correspond to an image artifact, as the ones generated by a simulated sticker,
and different keypoints can be projected at the same point. This process only affects the
spatial position of the keypoints, not their descriptors, which remain invariant.

Once we have a unique model, either because we use only a model or because a
virtual model has been created from a set of models, next step consists of finding that
model in the city images. From a naive point of view, this could be as simple as repeat-
ing the model alignment processes between the model and each scene image. That is,
extracting and describing the keypoints of the model and the scene, finding the corre-
sponding between pairs of points, estimating the homography between the model and
the scene on those scenes where enough matching points are found, and finally taking
a decision based on a matching measure between the projected model and the image.



Nevertheless, from a practical point of view, this is the most complex stage because of
the number of points and the computational burden associated to this process. In order to
retrieve the keypoints from the database, the hash code described at the previous section
is computed for each detected keypoint. Then, all the images with a large amount of cor-
responding points are selected, and the homography is estimated to verify that the points
are coherently distributed.

2. Results

In order to test the image recovery system, we use the Google Search API, which al-
lows to run a large set of queries (i.e. business name, address, etc.) and retrieve their
position in a map. The experiment we have performed corresponds to the following kind
of queries: Where could I find a shop with this logo? For example, we can ask for the
offices corresponding to the most popular saving bank in Barcelona (with about 780 pos-
sible locations in the map). If we search the logo of this bank (see Fig. 4) in our image
database, we can use the geographic distance to the nearest office, obtained using the
Google Search API, to decide whether this instance was correctly detected or not. This
experiment is focused on getting an approximation of the number of missed objects due
to the complexity of the environment, and the acquisition system. Therefore, although
this validation method does not take into account some previsible fails due to occlusions
or advertisements that contains the logo, it is a measure of the accuracy of the system
respect to the real world. In this test, we obtain a hit ratio greater than the 60%.

In order to take in consideration only the recognition system, apart from the test
using the logos, where we can evaluate what we can expect from a real search, we create a
more controlled test to validate the object recognition system. In this case, all the No-Park
signs in a recording session has been detected using the system (see Fig. 3b). The results
have been manually validated in order to extract more concise values. From the point of
view of false detections, we obtain a false detection rate of 1% of the frames, taking into
account that in some urban furniture similar signs are placed, and those detections have
been considered false positive. At images level, where one object viewed in two or more
images are considered as different objects, we obtain an 65% of detection rate. If we use
the object level, where an object is considered as detected if it is detected at least in one
of the images where it can be seen, we obtain a 76% of detection rate. Most of the fails
in this test are produced by small signs, where the number of detected points of interest
is reduced and the matching process does not find enough correspondences.

3. Conclusion and future work

In this paper, we presented a feasible way to retrieve image objects from a huge descrip-
tor database. The most part of Barcelona city was captured by means of half million im-
ages using a Mobile Mapping system. More than a thousand of keypoints were detected,
described, and indexed for each image in the database, using a hash table to encode the
feature space. All this information was used in order to create a new Visual Content Layer
for Google Maps, where the retrieved object candidates of a selected model are shown
with their corresponding geo-referenced information, allowing an efficient and scalable
way of accessing maps by its visual content.
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Figure 4. Barcelona mining interface. (a) An example where a detected logo of LaCaixa is shown with their
position and the Google Street View is synchronized at object position. (b) Sequence with all the detected
No-Park signs. (c) For verification purposes, each object image contains a link to the whole frame, which is
shown here for the object shown in (a).



The presented system corresponds to a preliminary prototype of the application,
where the two tests performed were carried out using two visual object categories of
Barcelona: traffic sign and bank logo. The models of these symbols were previously
aligned and saved in order to perform the indexing over the database and test the system.
Next step of our research consists on integrating in the interface an option to generalize
the process in order to retrieve any kind of image model given by the user. We also want
to include more discriminative information into the descriptor, such as including color
information. Also, we are studying alternatives in order to compare the robustness and
speed of the hashing strategy. For example, a clear possibility is to learn off-line the
keypoint descriptors so the indexing could be performed by means of a simple testing of
a previously learnt classifier, as explained in [10].
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