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A standard way to deal with multi-class categorization problems is by the combination of binary classi-
fiers in a pairwise voting procedure. Recently, this classical approach has been formalized in the Error-
Correcting Output Codes (ECOC) framework. In the ECOC framework, the one-versus-one coding demon-
strates to achieve higher performance than the rest of coding designs. The binary problems that we train
in the one-versus-one strategy are significantly smaller than in the rest of designs, and usually easier to
be learnt, taking into account the smaller overlapping between classes. However, a high percentage of the
positions coded by zero of the coding matrix, which implies a high sparseness degree, does not codify
meta-class membership information. In this paper, we show that using the training data we can redefine
without re-training, in a problem-dependent way, the one-versus-one coding matrix so that the new
coded information helps the system to increase its generalization capability. Moreover, the new re-cod-
ing strategy is generalized to be applied over any binary code. The results over several UCI Machine
Learning repository data sets and two real multi-class problems show that performance improvements
can be obtained re-coding the classical one-versus-one and Sparse random designs compared to different
state-of-the-art ECOC configurations.

� 2009 Published by Elsevier B.V.
1. Introduction

Recently, robust binary classifiers have been proposed in the
bibliography with high performance, such as Support Vector Ma-
chines, Neural Networks, and Adaboost (Friedman et al., 1998).
However, the extension of many binary classifiers to the multi-
class case, where N possible classes appear, is a hard task. In this
sense, a common strategy consists of defining a set of binary prob-
lems, which are combined by means of a voting procedure. In this
sense, Error-Correcting Output Codes were designed as an alterna-
tive way of combining binary problems in order to deal with the
multi-class case (Dietterich and Bakiri, 1995).

The ECOC framework is based on two main steps. At the first
step, namely coding, a set of binary problems (dichotomizers) are
defined based on the learning of different sub-partitions of classes
by means of a base classifier. Then, each of the partitions is embed-
ded as a column of a coding matrix Q. The rows of Q correspond to
the codewords codifying each class. At the second step, namely
decoding, a new data sample that arrives to the system is tested,
and a codeword formed as a result of the output of the binary prob-
lems is obtained. This test codeword is compared with each class
codeword based on a given decoding measure, and a classification
Elsevier B.V.
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prediction is obtained for the new object. Unlike the voting proce-
dure, the information provided by the ECOC dichotomizers is
shared among classes in order to obtain a precise classification
decision, being able to reduce either the variance and the bias pro-
duced by the learners (Kong and Dietterich, 1995).

When Dietterich et. al. defined the binary ECOC framework in
(Dietterich and Bakiri, 1995), all positions from the coding matrix
Q belonged to the set fþ1;�1g. This makes all classes to be consid-
ered by each dichotomizer as a member of one of the two possible
partitions of classes that define each binary problem. In this case,
the one-versus-all and dense random ECOC approaches were de-
fined (Dietterich and Bakiri, 1995). Afterwards, Allwein et al.
(2002) defined the ternary ECOC, where the positions of the coding
matrix Q can be either +1, �1 or 0, and the sparse random and one-
versus-one (pairwise voting) designs could be defined in the ECOC
framework. In this case, the zero symbol means that a given class is
not considered in the learning process of a particular dichotomizer.
The huge set of possible bi-partitions of classes from this ternary
ECOC framework has recently suggested the use of problem-
dependent designs as well as new decoding strategies (Escalera
et al., 2008a,b; Pujol et al., 2006).

Concerning the one-versus-one ECOC strategy, it codifies the
splitting of each possible pair of classes as a dichotomizer, which
results in NðN � 1Þ=2 binary problems for an N-class problem. This
number is usually larger in comparison with the linear tendency of
the rest of ECOC designs. Although this suggests larger training
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Fig. 1. Decision boundary for a binary problem C1 against C2.

Fig. 2. ECOC codification for a 4-class problem: (a) Non-linear decision boundaries
for the 4-class problem, (b) initial one-versus-one ECOC codification, (c) RE-ECOC
codification with a ¼ 0:9, and (d) RE-ECOC codification with a ¼ 1:0.
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times, the individual problems that we need to train on are signif-
icantly smaller. Thus, it is actually possible to save time. Moreover,
the problems to be learnt are usually easier, since the classes have
less overlapping. Hence, the one-versus-one ECOC design tends to
obtain better results than the rest of ECOC designs in real multi-
class problems (Escalera et al., 2008a,b).

In this paper, we focus on the one-versus-one coding matrix de-
sign, though the new methodology can be applied to any ternary-
based coding strategy. The idea is to look for a better coding of the
matrix without re-training the classifiers involved. Training data
are used in a problem-dependent way for updating the zero posi-
tions to +1 or �1 symbols if a higher classification performance
can be achieved. Observe the 4-classes problem as shown in
Fig. 1. A decision boundary of a non-linear classifier has been ob-
tained in the learning process of the dichotomizer that splits clas-
ses c1 and c2. The point of this article is that without the necessity
of re-training the classifier, the same decision boundary can be
used to give a prediction hypothesis about class c3. On the other
hand, note that the use of this decision boundary to classify class
c4 may result in a random decision function. Using this informa-
tion, we re-code the classical problem-independent one-versus-
one into a problem-dependent one-versus-one design extending
the trained classifier on new classes for the binary classifier for
which the dichotomizer is relevant. The design is possible thanks
to a new weighting procedure that takes into account the perfor-
mance of the dichotimizers at the decoding step (Escalera et al.,
2008a). In order to show the adaptability of the new procedure
to any ternary-based ECOC design, we also applied the re-coding
methodology on sparse random designs. Moreover, the approach
requires almost the same training and testing computational com-
plexity than the classical one (since re-training classifiers is not
required).

The paper is organized as follows: Section 2 describes the re-
coded problem-dependent one-versus-one approach. Section 3
evaluates the methodology over a set of UCI data sets and two real
multi-class problems: traffic sign and faces categorization. Finally,
Section 4 concludes the paper.
2. Re-coded Error-Correcting Output Codes

In this section, we present a problem-dependent redefinition of
the ternary ECOC designs. A ternary design is defined in the ternary
ECOC framework Q 2 f�1;0;þ1gN�M , where Q is a coding matrix of
N rows (as the number of classes), M the number of columns
(dichotomizers to be learnt, where M ¼ NðN � 1Þ=2 in the case of
the one-versus-one design), f�1;þ1g the symbols that codify the
class membership, and the zero symbol ignores a particular class
for a given dichotomizer. Each column of the matrix Q corresponds
to the ith binary problem hi, which splits a sub-set of classes using
a given base classifier. Fig. 2(a) and (b) show the binary problems
and the one-versus-one coding matrix Q for a 4-class problem.
The white positions correspond to the symbol +1, the black posi-
tions to the symbol �1, and the grey positions to the zero symbol.
Note that this design is independent from the problem-domain,
remaining the same for two problems with the same number of
classes independently of the distribution of the data. Once the
set of binary problems h ¼ fh1; . . . ;hMg is learnt, a new test sample
q that arrives to the system is tested applying the set h, and a test
codeword x 2 f�1;þ1g1�M is obtained. Note that the response of
each binary problem when applied to q does not yield zero sym-
bols, since it always has to strictly vote for either +1 or �1. After-
wards, a decoding function dðx; yjÞ is used to compare the test
codeword x with each codeword yj (jth row from Q) codifying class
cj. Finally, the classification prediction corresponds to the class cj

which corresponding codeword yj minimizes d.
In the particular case of the one-versus-one ECOC design, only

2 �M from the N �M possible positions are coded with f�1;þ1g
symbols, which corresponds to a ð1� 2=NÞ � 100 percentage of
positions coded to zero. Note that the zero symbol does not give
class membership information for its corresponding dichotomizer.
Then, it could happen that if some of these positions coded to zero
are re-coded to +1 or �1 without the need of re-training the
dichotomizers, the final performance could be improved. For this
task, the training data should be analyzed by the dichotomizers
once in order to re-code the positions of the coding matrix Q, yield-
ing a RE-coded problem-dependent ECOC design (RE-ECOC).
2.1. RE-ECOC coding

Given the training data C ¼ fC1; . . . ;CNg, where Ci ¼ fq1; . . . ;

qmg are the data samples belonging to class ci and Q a coding ma-
trix, the set of dichotomizers h ¼ fh1; . . . ;hMg is learnt applying a
base classifier over the corresponding subsets of C, obtaining
a ternary ECOC design. In order to update the coding matrix in a
problem-dependent way, for each position Qði; jÞ ¼ 0, the corre-
sponding data Ci; i 2 f1; . . . ;Ng; i R dj, where dj is the set of classes
considered by the jth dichotomizer, are tested using hj under the
hypothesis that their membership should be +1, obtaining a classi-
fication accuracy a. Then, the matrix location is re-coded subjected
to the following condition:
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Qði; jÞ ¼
þ1; if a P a
�1; if 1� a P a
0; otherwise

8><
>: ð1Þ

being a 2 ð0:5;1� a performance threshold.
Then, a classification accuracy a is obtained. If the value of a or

ð1� aÞ is greater than a performance threshold, then that position
of the coding matrix Q is set (re-coded) to +1 (or �1), respectively.
Otherwise, the value of Qði; jÞ is kept to zero.

Since we use the training data to modify the positions of Q, the
design mutates in a problem-dependent way. Moreover, since
the modification of the positions of Q does not require to re-train
the set h, the computational cost of the coding process is not signif-
icantly increased. Table 1 shows the algorithm for re-coding a
generic ternary ECOC design. The algorithm modifies the positions
of Q based on the input value of a. Note that in the algorithm, a
matrix of weights W saving the accuracy values a is defined. This
matrix will be used at the decoding process in order to weight
the final classification.

In the case of the one-versus-one ECOC design, the ternary
coding matrix displays the highest sparseness degree of the
state-of-the-art ECOC configurations. It contains a high number
of candidate positions to be re-coded. Thus, for the rest of the paper
we consider the one-versus-one coding matrix as the base design
to apply the proposed re-coding methodology showed in Table 1.

2.1.1. Estimating the a parameter
In order to obtain more precise classification results, we need to

know which values of a are useful to increase the generalization
capability of the system, since some values of a may result in
wrong classification predictions. In order to look for the values of
a, cross-validation is applied. For this task, the training data C is
split into a training CT and a validation CV subsets, so that
C ¼ CT [ CV . The use of a validation subset helps the system to in-
crease generalization. Thus, for a set of values a ¼ fa1; . . . ;akg,
algorithm Table 1 is called. However, the set h is only learnt once
over C at the beginning. At each round, the set CT is used to mutate
the positions of Q, and the validation set CV will be used to test the
performance of each Q for a particular a. For this last task, a decod-
ing procedure using the weighting matrix W is proposed next. This
Table 1
Generic RE-ECOC learning algorithm.

Input: a; C ¼ fC1; . . . ;CNg;Q , and h ¼ fh1; . . . ;hMg

// Accuracy value, multi-class data, coding matrix, and set of classifiers
Output: Q, W// Coding matrix and weight matrix

WN�M :¼ 0
for i 2 f1; . . . ;Ng

for j 2 fi; . . . ;Mg
if Qði; jÞ ¼ 0

// Accuracy for class ci considered as label þ1
a :¼ hjðCj ;þ1Þ
// Consider the coding matrix position as +1
if a P a then

// Update membership and accuracy
Qði; jÞ :¼ þ1, Wði; jÞ :¼ a

// Consider coding matrix position as �1
elseif 1� a P a then

// Update membership and accuracy
Qði; jÞ :¼ �1;Wði; jÞ :¼ 1� a

endif
elseif Qði; jÞ ¼ þ1

Wði; jÞ :¼ hjðCi;þ1Þ // Update accuracy
else

Wði; jÞ :¼ hjðCi;�1Þ // Update accuracy
endif

endfor
endfor
step is required to obtain a successful classification. Finally, the
matrix Q for which value of a maximizes the classification perfor-
mance over CV is selected.

Fig. 2 shows an example of a training process for a 4-class prob-
lem. Fig. 2(a) shows the non-linear decision boundaries that splits
all possible pairs of classes. Fig. 2(b) shows the classical one-ver-
sus-one design. Fig. 2(c) shows the problem-dependent coding ma-
trix Q for a ¼ 0:9. Note that several positions previously coded to
zero are now set to +1 or �1 values since they achieve an accuracy
upon 90% over the training data. Finally, Fig. 2(d) shows the same
process for a ¼ 1:0. Now, less positions satisfy the performance
restrictions. Note that in the current example if the testing of the
validation data CV does not take benefits from the values of a, then,
the classical one-versus-one design is selected. Thus, in the worst
case, the re-coded problem-dependent one-versus-one approach
attains the same performance than the classical one.

2.2. RE-ECOC decoding

In (Escalera et al., 2008a), the authors show that to properly de-
code a ternary ECOC matrix two biases must be avoided at the
decoding step. First, classical decoding strategies introduce a bias
when comparing positions that contain the zero symbol, which
does not give information about meta-class membership. On the
other hand, the addition of the bias produced by the comparison
with the zero symbol makes the codewords to take values from dif-
ferent ranges, which leads to non-comparable measures among
codewords. In this sense, the authors present how to robustly de-
code sparse coding matrices where codewords may contain differ-
ent number of positions coded to f�1;þ1g symbols. This is done by
weighting the final decision so that it avoids the influence of the
zero symbol at the same time that all classes codewords have
the same probability of being predicted.

In order to take into account the previous properties, we use a
Loss-Weighted decoding (Escalera et al., 2008a), which uses the
weighting matrix W computed at the coding step to decode the
RE-ECOC matrix Q. The approach uses a Loss-based model (Allwein
et al., 2002) with a Loss-function LðhÞ to penalize the miss-classifi-
cations produced by the set of dichotomizers h.

First, we normalize each row of the weighting matrix W ob-
tained at the coding step so that MW can be considered as a discrete
probability density function MWði; jÞ ¼ Wði;jÞPM

j¼1
Wði;jÞ

; 8i 2 ½1; . . . ;N�;

8j 2 ½1; . . . ;M�. Once we obtain the normalized weighting matrix
MW , we introduce it in the decoding function as follows:

LWðq; iÞ ¼
Xn

j¼1

MWði; jÞLðyj
i � hjðqÞÞ ð2Þ

where LðhÞ ¼ �h. Then, the final classification decision is done by
the class ci which corresponding codeword yi minimizes the LW
function.
3. Results

In order to present the results, first, we discuss the data, meth-
ods, measurements, and experimental settings of the experiments.

� Data: The data used for the experiments consist of 11 multi-
class data sets from the UCI Machine Learning Repository data-
base (Asuncion and Newman, 2007). The number of training
samples, features, and classes per data set are shown in Table
2. We also categorize two real Computer Vision classification
problems. First, we use the video sequences obtained from a
Mobile Mapping System (Casacuberta et al., 2004) to test the
methods in a real traffic sign categorization problem consisting



Table 2
UCI repository data sets characteristics.

Problem #Training samples #Features #Classes

Dermathology 366 34 6
Iris 150 4 3
Ecoli 336 8 8
Vehicle 846 18 4
Wine 178 13 3
Segmentation 2310 19 7
Glass 214 9 7
Thyroid 215 5 3
Vowel 990 10 11
Balance 625 4 3
Yeast 1484 8 10
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of 36 traffic sign classes. Second, 30 classes from the ARFaces
(Martinez and Benavente, 1998) data set are classified using
the present methodology.

� Methods: We compare the classical one-versus-one ECOC design,
one-versus-all (Nilsson, 1965), dense random (Allwein et al.,
2002), and sparse random ECOC strategies (Allwein et al.,
2002) with the RE-ECOC strategy for three base classifiers: Gen-
tle Adaboost (Friedman et al., 1998), Linear Support Vector
Machines (OSU-SVM-TOOLBOX, 2003), and Support Vector
Machines with Radial Basis Function kernel (RBF SVM) (OSU-
SVM-TOOLBOX, 2003). In order to compare the methods at the
same conditions, we use a linear Loss-Weighted decoding for
all ECOC strategies. Moreover, in order to analyze the adaptabil-
ity of the re-coding design, we apply the re-coding methodology
to sparse random designs. Once a sparse coding matrix is com-
puted with the standard procedure, each position coded to zero
is analyzed applying the re-coding methodology for different
values of a. We call this method the RE-sparse design.

� Measurements: To measure the performance of the different
strategies, we apply stratified 10-fold cross-validation and test
for confidence interval with a two-tailed t-test. We also use
Table 3
UCI accuracy using Gentle Adaboost base classifier and different ECOC configurations.

Problem One-versus-one RE-ECOC O

Balance 87.46* 87.46* 81
Wine 94.38* 94.38* 91
Thyroid 95.37* 95.37* 87
Iris 95.33* 95.33* 95
Glass 63.10 68.65* 58
Ecoli 81.29 83.36* 62
Dermatology 91.76 92.52* 82
Vowel 57.88 62.73* 50
Vehicle 57.81 63.57* 72
Yeast 55.46 56.67* 32
Segmentation 97.45* 97.45* 82

Table 4
UCI accuracy using Linear SVM base classifier and different ECOC configurations.

Problem 0m RE-ECOC One-ve

Balance 91.64* 91.64* 87.14
Wine 95.55* 95.55* 95.55
Thyroid 96.71* 96.71* 96.71
Iris 98.67* 98.67* 94.18
Glass 28.74 37.58* 32.15
Ecoli 74.63* 74.63* 62.23
Dermatology 94.79 95.07* 89.14
Vowel 63.33 64.44* 43.80
Vehicle 80.24* 80.24* 78.93
Yeast 26.11 37.81* 21.88
Segmentation 96.02 96.32* 82.95
the Friedman and Nemenyi tests (Demsar, 2006) to analyze
the statistical significance among the obtained performances.

� Experimental settings: Fifty decision stumps are considered for
the Gentle Adaboost algorithm. The RBF SVM classifier is tuned
via cross-validation at each fold training set for each ensemble,
where r and the regularization parameters are tested from 0.05
increasing per 0.05 up to one and from one increasing per five up
to 150, respectively. For the RE-ECOC strategy cross-validation
on the training set is also applied, where a is tested from 0.7
increasing per 0.05 up to one, and 10% of the training data are
used as a validation subset. The dense and sparse matrices are
selected from a set of 20,000 random generated matrices with
codewords of length N, where N corresponds to the number of
classes.
3.1. UCI classification

Tables 3–5 show the performance results of the different ECOC
configurations. For each UCI data set, the performance obtained by
each method is shown. The symbol ‘*’ is used to show the best per-
formance between the one-versus-one and RE-ECOC configura-
tions as well as between the sparse random and RE-sparse
designs. The positions in bold correspond the best global perfor-
mances for each data set. Note that though the number of im-
proved data sets varies depending on the considered base
classifiers, there are not experiments where the RE-ECOC designs
obtains inferior results to the one-versus-one design. The same
behavior occurs with the RE-sparse and the classical sparse ran-
dom design.

In order to compare the performances provided for each
strategy, Table 6 shows the mean rank of each ECOC design consid-
ering the 33 different experiments. The rankings are obtained esti-
mating each particular ranking rj

i for each problem i and each ECOC
design j, and computing the mean ranking R for each decoding
as Rj ¼ 1

N

P
ir

j
i, where N is the total number of problems (3 base
ne-versus-all Dense Sparse RE-sparse

.43 80.03 78.81 81.14*

.15 94.90 94.38* 94.38*

.48 92.15 92.15* 92.15*

.33 95.33 95.33* 95.33*

.14 64.12 59.23 65.14*

.17 55.15 55.15 59.18*

.97 91.56 74.95 91.25*

.92 44.21 43.85 47.52*

.89 69.80 69.80* 69.80*

.97 48.10 37.15 42.93*

.11 93.18 92.45 93.47*

rsus-all Dense Sparse RE-sparse

85.55 85.55* 85.55*

95.55 95.55* 95.55*

87.30 85.43 88.83*

97.30 97.30* 97.30*

40.80 42.30 47.83*

69.44 69.08 72.44*

93.15 88.93 93.15*

38.52 34.58 38.93*

71.52 87.61 91.71*

33.47 21.15 32.47*

79.85 83.37 85.41*



Table 5
UCI accuracy using RBF SVM base classifier and different ECOC configurations.

Problem One-versus-one RE-ECOC One-versus-all Dense Sparse RE-sparse

Balance 97.25 97.41* 87.88 84.97 85.04 88.43*

Wine 95.55* 95.55* 95.55* 94.87 95.55* 95.55*

Thyroid 95.35* 95.35* 94.32 91.49 93.85 94.32*

Iris 96.67* 96.67* 96.67 96.67 96.67* 96.67*

Glass 46.41* 46.41* 44.14 43.80 44.38 53.73*

Ecoli 86.74* 86.74* 83.15 82.94 85.15 86.74*

Dermatology 88.80 89.05* 91.15 83.99 89.01 93.87*

Vowel 54.95 55.76* 47.15 51.85 50.08 52.80*

Vehicle 72.00 72.12* 68.20 67.85 70.91 71.83*

Yeast 56.68* 56.68* 52.18 48.95 54.81* 54.81*

Segmentation 95.14 95.25* 94.44 79.95 92.87 95.03*

Table 6
Mean rank for each ECOC design over all the experiments.

ECOC design One-vs-one RE-ECOC One-vs-all Dense Sparse RE-sparse

Mean rank 2.36 1.29 4.80 4.50 4.01 2.91

Table 7
UCI accuracy using Gentle Adaboost base classifier.

Problem One-versus-one RE-ECOC a Wins Losses Draws

Balance 87.46 87.46 – 0 0 10
Wine 94.38 94.38 – 0 0 10
Thyroid 95.37 95.37 – 0 0 10
Iris 95.33 95.33 – 0 0 10
Glass 63.10 68.65 0.95 10 0 0
Ecoli 81.29 83.36 0.75 8 2 0
Dermatology 91.76 92.52 0.85 5 0 5
Vowel 57.88 62.73 0.95 9 1 0
Vehicle 57.81 63.57 0.95 9 1 0
Yeast 55.46 56.67 0.95 5 2 3
Segmentation 97.45 97.45 – 0 0 10
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classifiers � 11 databases). One can see that the RE-ECOC strategy
ECOC attains the best position in most of the experiments. To ana-
lyze if the difference between methods ranks is statistically signif-
icant, we apply the Friedman and Nemenyi tests. In order to reject
the null hypothesis that the measured ranks differ from the mean
rank, and that the ranks are affected by randomness in the results,
we use the Friedman test. The Friedman statistic value is computed
as follows:

X2
F ¼

12N
kðkþ 1Þ

X
j

R2
j �

kðkþ 1Þ2

4

" #
ð3Þ

In our case, with k ¼ 6 ECOC designs to compare, X2
F ¼ 16:20.

Since this value is undesirable conservative, Iman and Davenport
proposed a corrected statistic:

FF ¼
ðN � 1ÞX2

F

Nðk� 1Þ � X2
F

ð4Þ

Applying this correction we obtain FF ¼ 3:48. With six methods
and 33 experiments, FF is distributed according to the F distribu-
tion with 5 and 160 degrees of freedom. The critical value of
Fð5;160Þ for 0.05 is 2.21. As the value of FF is higher than 2.21
we can reject the null hypothesis. One we have checked for the
non-randomness of the results, we can perform a post hoc test to
check if one of the techniques can be singled out. For this purpose
we use the Nemenyi test – two techniques are significantly differ-
ent if the corresponding average ranks differ by at least the critical
difference value (CD):
CD ¼ qa

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kðkþ 1Þ

6N

r
ð5Þ

where qa is based on the Studentized range statistic divided byffiffiffi
2
p

. In our case, when comparing six methods with a confidence
value a ¼ 0:10; q0:10 ¼ 1:44. Substituting in Eq. (5), we obtain a crit-
ical difference value of 0.66. Since the difference of any technique
rank with the RE-ECOC rank is higher than the CD, we can infer
that the RE-ECOC approach is significantly better than the rest with
a confidence of 90% in the present experiments. Moreover, the dif-
ference among the one-versus-one and RE-sparse procedure is less
than the CD value, being then statistically comparable in the sec-
ond position of the ranking. Note that the RE-sparse design consid-
erably improves the results obtained by the classical sparse design,
obtaining significant performance improvements in several data
sets.

Now, we analyze the performances obtained by the RE-ECOC
strategy, which showed the best results in the previous experi-
ment, in comparison with the classical one-versus-one. Tables 7–
9 show the performance results of the one-versus-one ECOC and
RE-ECOC algorithms. For each UCI data set, the performance ob-
tained by each method is shown. In the cases where RE-ECOC im-
proves the one-versus-one ECOC results, the selected values of a
are shown. The number of wins, losses, and draws considering
the 10 experiments of the 10-fold cross-validation for each data
set are also shown in the table. Note that in several data sets, RE-
ECOC obtains performance improvements for the three base classi-
fiers. The tables show that the more classes there are, the more



Table 8
UCI accuracy using Linear SVM.

Problem One-versus-one RE-ECOC a Wins Losses Draws

Balance 91.64 91.64 – 0 0 10
Wine 95.55 95.55 – 0 0 10
Thyroid 96.71 96.71 – 0 0 10
Iris 98.67 98.67 – 0 0 10
Glass 28.74 37.58 1.00 5 1 4
Ecoli 74.63 74.63 – 0 0 10
Dermatology 94.79 95.07 0.95 1 0 9
Vowel 63.33 64.44 0.95 8 2 0
Vehicle 80.24 80.24 – 0 0 10
Yeast 26.11 37.81 0.95 9 1 0
Segmentation 96.02 96.32 1.00 6 2 2

Table 9
UCI accuracy using RBF SVM.

Problem One-versus-one RE-ECOC a Wins Losses Draws

Balance 97.25 97.41 0.95 1 0 9
Wine 61.31 61.84 1.00 1 0 9
Thyroid 95.35 95.35 – 0 0 10
Iris 96.67 96.67 – 0 0 10
Glass 46.41 46.41 – 0 0 10
Ecoli 86.74 86.74 – 0 0 10
Dermatology 88.80 89.05 0.85 3 0 7
Vowel 54.95 55.76 0.90 4 1 5
Vehicle 72.00 72.12 0.90 1 0 9
Yeast 56.68 56.68 – 0 0 10
Segmentation 95.14 95.25 0.90 2 0 8
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significant the results are. The highest performances are achieved
for high values of a (about 0.90–0.95 in most cases). The general
intuition is that if the original binary classifier achieves high per-
formance by itself, a high performance of the re-coded positions
is also required to improve the results. Note that in the worst case,
RE-ECOC achieves the same performance than the one-versus-one
ECOC design. Moreover, looking at the wins and losses of each
experiment, one can see that though in some cases the perfor-
mance improvements of RE-ECOC are no significant, the number
of wins of the 10-fold experiments are statistically significant.

Now, we compare the results obtained by the RE-ECOC ap-
proach on the UCI data sets with the results obtained with the
same strategy re-training classifiers. In Fig. 3 one can see the per-
formance obtained by both classification strategies for the three
different base classifiers. Note that there are not significant differ-
ences among the obtained performances. Moreover, the RE-ECOC
strategy obtains better performance in more cases than using the
same coding matrix re-training classifiers, with far less computa-
tional complexity.
3.2. Traffic sign categorization

For this experiment, we use the video sequences obtained from
a Mobile Mapping System (Casacuberta et al., 2004) to test the
classification methodology on a real traffic sign categorization
problem. In this system, the position and orientation of the differ-
ent traffic signs are measured with video cameras fixed on a mov-
ing vehicle. From this system, a set of 36 circular and triangular
traffic sign classes are obtained. Some classes from this data set
are shown in Fig. 4. The data set contains a total of 3481 samples
of size 32� 32, filtered using Weickert anisotropic filter, masked
to exclude the background pixels, and equalized to deal with illu-
mination changes. These feature vectors are then projected into a
100 feature vector by means of PCA.

The classification results of the one-versus-one ECOC and RE-
ECOC strategies for the three base classifiers are shown in Table
10. In this experiment, for all base classifiers, the RE-ECOC design
obtains performance improvements for high values of a.

3.3. ARFaces classification

Martinez and Benavente (1998) is composed of 26 face images
from 126 different subjects (70 men and 56 women). The images
have uniform white background. The database has two sets of
images from each person, acquired in two different sessions, with
the following structure: one sample of neutral frontal images, three
samples with strong changes in the illumination, two samples with
occlusions (scarf and glasses), four images combining occlusions
and illumination changes, and three samples with gesture effects.
One example of each type is plotted in Fig. 5. For this experiment,
we selected all the samples from 30 different classes (persons).

The classification results of the one-versus-one ECOC and RE-
ECOC strategies for the three base classifiers are shown in Table
11. As in the previous experiments, all base classifiers obtain per-
formance improvements using the RE-ECOC strategy for high val-
ues of a ða ¼ 0:95Þ.

3.4. Discussion

As a final conclusion of the results, we can state that perfor-
mance improvements are obtained using the RE-ECOC approach
instead of the original one-versus-one ECOC. For the three base
classifiers used in this paper, one can see that RE-ECOC performs
better than the rest of ECOC designs in more data sets using Ada-
boost and Linear SVM instead of RBF SVM. Note that RBF SVM has
been tuned via cross-validation so that the binary problems learnt
are optimal in the sense of the kernel parameters for those data
sets. Thus, the new re-coded matrix positions should include
highly accurate coding information to increase the generalization
of the design. It is the main reason why RBF SVM may obtain sev-
eral draws with the one-versus-one approach in different classifi-
cation problems. However, note that for the RBF SVM there are



Fig. 3. UCI data sets performance using the re-coded matrix with and without re-training. (a) Gentle Adaboost, (b) Linear SVM, and (c) RBF SVM.

Fig. 4. Traffic sign classes.

Fig. 5. ARFaces data set classes. Examples from a class with neutral, smile, anger,
scream expressions, wearing sun glasses, wearing sunglasses and left light on,
wearing sun glasses and right light on, wearing scarf, wearing scarf and left light on,
and wearing scarf and right light on.
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statistically significant performance improvement in terms of
ranking for six of the UCI data sets, the same results than one-ver-
sus-one for the rest of data sets, and improvements in the two real
applications. Concerning the Adaboost and Linear SVM, in about
half of the UCI data sets and in both real applications performance
improvements are obtained. Moreover, the experiments shows
Table 10
Traffic data set accuracy.

Problem One-versus-one RE-ECOC

Gentle Adaboost 88.70 88.95
Linear SVM 88.02 91.23
RBF SVM 97.44 97.85
that the more classes are considered, the more significant the
improvements are. Finally, note that none of the RE-ECOC experi-
a Wins Losses Draws

0.95 3 1 6
1.00 4 0 6
0.95 1 0 9



Table 11
ARFaces data set accuracy.

Problem One-versus-one RE-ECOC a Wins Losses Draws

Gentle Adaboost 65.50 70.06 0.95 6 1 3
Linear SVM 39.41 43.92 0.95 9 1 0
RBF SVM 88.33 88.75 0.95 2 0 8
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ments for any base classifier obtains inferior results to the one-ver-
sus-one performance.

Concerning the computational complexity of the strategy, the
classifiers learnt at the coding step are not re-trained during the
RE-ECOC re-codification. Thus, though cross-validation of a should
be applied to assure the best performance, the training cost is not
significantly increased. On the other hand, testing time remains the
same than in the standard codings since all classifiers should be
applied on the test sample, and the comparison among matrix
codewords must also be performed at the decoding step. Moreover,
we shown that we obtain similar (even superior) results with the
re-coded RE-ECOC matrix Q than using the same procedure but
re-training classifiers (that is, using the re-coded positions to re-
train again the dichotomizers).

Finally, it is important to bring up that though the re-coding
strategy has been performed on the one-versus-one and sparse
random coding matrices, this strategy is directly applicable to
any kind of ternary ECOC design where the symbol zero may
appear.

4. Conclusion

In this paper, we presented a problem-dependent design of Er-
ror-Correcting Output Codes to deal with multi-class categoriza-
tion problems. The method is based on redefining the classical
one-versus-one ECOC design so that the generalization of the sys-
tem is increased. For this task, the training data are analyzed using
the previously learnt binary problems, and the coding matrix is re-
coded without the need of re-training classifiers. A weighting ma-
trix is also included in order to weight the final classification and
obtain more precise results. The experimental evaluation over
several UCI Machine Learning repository data sets and two real
multi-class problems: traffic sign and faces categorization, show
that significant performance improvements can be obtained
compared to different state-of-the-art ECOC configurations, assur-
ing at least the same performance than the one-versus-one ECOC
design.
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