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Example Classifier 1 Classifier 2 Classifier 3

C1= sports 1 1 1
coding matrix

p
C2=business
C3=politics
C4=arts
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Decoding: Given a test sample, 
we obtain a code according to -1  1  1
the output of each classifier and 
find the “closest” code.
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Standard strategies

1 versus All 1 versus 1: “All pairs”

Three symbol codes

DecodingCoding

1  -1  -1
1 1 1

Code length: Nc

1   1   0
-1   0   1

Code length: Nc (Nc-1)/2 Hamming decoding

Euclidean decoding

Loss based decoding

One-vs-one

One-vs-all

Dense Random -1   1  -1
-1  -1   1 0  -1  -1

Loss-based decodingDense Random

Sparse Random

Random Dense ECOC
Code length: 10 log Nc

Random Sparse ECOC
Code length: 15 log Nc

1  -1   1
-1   1  -1
1  -1  -1

1   0  -1
-1   1   0
0  -1   1
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What we propose…

• Problem-dependent extension of 
any initial coding
– Focus on difficult classes

(increase the distance between(increase the distance between 
difficult to classify classes while 
preserving the rest)

• A validation subset guides the 
process to increase generalizationprocess to increase generalization 
and prevent or delay overfitting.
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(Finding a new dichotomy)Coding
training validation

• Find the empirical error on the training and validation subsetsStep 1coding
matrix

training validation

• Select the pair of classes with highest error analyzing the joint 
confusion matrix (train and validation).Step 2

• Complete the sets of classes minimizing the joint error

{C2,…} vs {C3,…}

St 3 p g j
(Sequential Forward Floating Search)

Step 3

dichotomy
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Coding
dichotomy {C2} vs {C3, C1}
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• Embed the new dichotomy in the matrixEmbedding















2

1

1
1

0
),(

ir

ir

ir

Ccif
Ccif
Ccif

irM

Update the dichotomy importance (weight)Weighting
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• Update the dichotomy importance (weight)Weighting
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UCI repository database

Use a Discriminant ECOC codification using classification score as split
it i i t d f t l i f ticriterion instead of mutual information. 

Note that one-vs-all with a voting policy for decoding corresponds exactly to the multiclass 
Adaboost (Adaboost.MH)
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UCI repository database

Use a Discriminant ECOC codification using classification score as split
it i i t d f t l i f ticriterion instead of mutual information. 
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UCI repository database

Extension of the one-versus-all strategy
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W di f k t t d ECOC

Conclusions
• We propose a coding framework to extend any ECOC.

• It produces compact codewords (small length).

• It is problem dependent• It is problem-dependent. 

• It focuses on difficult to discriminate classes increasing their 
code distance.

• Its performance is comparable to the one-versus-one ECOC.

Open issuesOpen issues

• Embed other structures to capture knowledge from the 
domaindomain.

• Develop efficient decoding strategies.
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