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Bottom-Up Approaches

Keypoint detectorRegion based
Edges, Valleys, Contours …
Saliency (Kadir, Fergus, Fei-Fei, Perona, Zisermann)Keypoint detectorg

(full image processing)
y ( g )

Harris (Lowe, Buhmann)
Covariance Affine Regions (Torralba)

Patch based
SIFT (Lowe, Torralba)
Feature histograms (Buhmann)

Description(patch) Gabor, Haar-like (Torralba)
Disassociated dipoles (Baró)
Boosting Context (Amores), Boosted Landmarks (Escalera)

Obj t l d k
Mutual Information (Ullmann)

Object landmark 
selection

Boosting (Torralba)
ClusteringNDA, LDA, MDS, ND (Torralba, Buhmann)
Fergus, Fei-Fei PCA region to probabilistic model

Dimensionality Reduction

Descriptors array (Torralba, Lowe, Ullmann)

Object modellingParts based

p y ( , , )
Probabilistic models 
(Buhmann, Fergus, Fei-Fei, Torralba)
Graphical Models (Bayessian networks)
Gaussian Miture Models

Top-down Approaches (Presence of an object) Gist -> Steerable pyramid (Torralba)
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Definition

Parts Haarlike Features

Gentle Adaboost

Cascade of weak classifiersCascade of weak classifiers

Contextual descriptor

Points of interest

Landmarks candidates

L d k tLandmark sets

Object descriptor

Landmark descriptor

Landmark features description: 

label, properties, spatial arrangement
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Error Correcting Output Codes
•Design a codeword for each class of Nc classes (up to Nc codewords).
•Arranging the codewords as rows of a matrix we define the “coding matrix” M composedArranging the codewords as rows of a matrix we define the coding matrix  M, composed 

by –1, 0 or 1, that representeds as n binary learning problems (dichotomies), 
•Each dichotomy corresponds to a column of the ECOC matrix. 
•Each dichotomy defines a partition of classes 
•As a result of the outputs of the n binary classifiers, a code is obtained for each data point 

in the test set. 
•This code is compared with the base codewords of each class defined in the matrix M, and 

th d t i t i i d t th l ith th “ l t” d d

Decoding
Hamming distance

Coding
One vs one

the data point is assigned to the class with the “closest” codeword.

Coding
Hamming distance

Euclidean distance

One-vs-one

One-vs-all

Dense Random

Sparse Random

The 2006 International Conference of Pattern Recognition



BOOSTED LANDMARKS OF CONTEXTUAL DESCRIPTORS AND FOREST-ECOC

Object Recognition Boosted Landmarks Forest-ECOC Results Conclusions

Forest-ECOC
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Detected contextual structure

Cascade Landmark candidates Forest-ECOC classification

C d L d k did tCascade Landmark candidates
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Forest-ECOC Classification
KNN K Nearest NeighbourKNN – K-Nearest Neighbour

TD – Tangent distance

PCA-KNN – Principal 
C t A l iComponents Analysis

FLDA – Fisher discriminant 
analysis

SVM – OSU Linear Support 
Vector Machine

BR – Gentle Adaboost with 
H Lik f tHaarLike features

JB – Joint Boosting

BS – Gentle Adaboost 
samplinbg FLDA

F-ECOC – Forest ECOC
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Aibo recognition demo
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• Robust and invariant landmarks detection agains noise, 
slight affine deformations, illumination changes and partial 
occlusions.

Robust detection• Robust detection.

• Competitive classification strategy with the state-of-art 
classification techniquesclassification techniques.

OOpen
Changes of view

Deformable context
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