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Abstract

A nonlinear partial differential equation of the following form is considered:
v — div (a(u)Vu) + b(u) |Vul? =0,

which arises from the heat conduction problems with strong temperature-dependent
material parameters, such as mass density, specific heat and heat conductivity.
Existence, uniqueness and asymptotic behavior of initial boundary value problems
under appropriate assumptions on the material parameters are established for one-
dimensional case. Existence and asymptotic behavior for two-dimensional case are
also proved.
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1 Introduction

Metallic materials present a complex behavior during heat treatment processes involv-
ing phase changes. In a certain temperature range, change of temperature induces a
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phase transformation of metallic structure, which alters physical properties of the mate-
rial. Indeed, measurements of specific heat and conductivity show a strong temperature
dependence during processes such as quenching of steel.

Several mathematical models, as solid mixtures and thermal-mechanical coupling,
for problems of heat conduction in metallic materials have been proposed, among them
[, B, [3]. In this paper, we take a simpler approach without thermal-mechanical cou-
pling of deformations, by considering the nonlinear temperature dependence of thermal
parameters as the sole effect due to those complex behaviors.

The above discussion of phase transformation of metallic materials serves only as a
motivation for the strong temperature-dependence of material properties. In general,
thermal properties of materials do depend on the temperature, and the present formu-
lation of heat conduction problem may be served as a mathematical model when the
temperature-dependence of material parameters becomes important.

More specifically, in contrast to the usual linear heat equation with constant co-
efficients, we are interested in a nonlinear heat equation with temperature-dependent
material parameters.

Existence, uniqueness and asymptotic behavior of initial boundary value problems
under appropriate assumptions on the material parameters are established. For existence,
we use particular compactness arguments for both n = 1,2 cases succinctly. The tool
of the proof is the compactness results of Lions, but to apply this theorem we need a
series of bounds which we establish with a number of standard analytic techniques. For
uniqueness only the case n = 1 can be proved. The case of n = 2 remains open. The
asymptotic behavior in both n = 1,2 is proved employing the arguments of Lions [J] and

Prodi [[J].

2 A nonlinear heat equation

Let O(x,t) be the temperature field, then we can write the conservation of energy in the
following form:
pe' +divg =0, (1)

where ¢ is the heat flux, p the mass density, ¢ the internal energy density and prime
denotes the time derivative.

The mass density p = p(f) > 0 may depend on temperature due to possible change of
material structure, while the heat flux ¢ is assumed to be given by the Fourier law with
temperature-dependent heat conductivity,

q=—rVo, Kk = k(0) > 0. (2)

The internal energy density ¢ = () generally depends on the temperature, and the
specific heat ¢ is assume to be positive defined by

c(0) = % > 0, (3)
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which is not necessarily a constant.

By the assumption (f), we can reformulate the equation ([]) in terms of the energy ¢
instead of the temperature 6. Rewriting Fourier law as

q=—k(0)VO = —a(e)Ve, (4)
and observing that
Oe
Ve = %Vé’ =c(0)V,

we have ¢(f)a(e) = k(6), and hence
a=ae) >0.
Now let u be defined as u = ¢(0), then the equation ([l) becomes
p(u) v’ — div(a(u)Vu) = 0.
Since p(u) > 0, dividing the equation by p, and using the relation,

Livau u:iva(u)Vu_ L~Ozuu
s v (V) = div (T2057) = (Vi) (et ve)
we obtain W)V .
o — div ( e )+ (vm) (a(u)Vu) =0 (5)
Since ¢ = gs _ du
00 do’
O g, g1 dp
( p(u))  pu)? du v p(u)? db du p(u)? df c vu.
Substituting into equation (f) we obtain
, .. ra(u)Vu 1 dpl B
u — le( o(0) ) - (p(u)2 0 Vu) : (a(u)Vu) =0,
which is equivalent to
u' — div (a(u)Vu) + b(u) |[Vul? = 0, (6)
where ) el K(
W)= = dwew) ~ e ")
and
b(u) = —ii& % > 0. 8)

The positiveness of a(u) and b(u) is the consequence of thermodynamic considerations
(see [[I0]), and reasonable physical experiences: the specific heat ¢ > 0, the thermal
conductivity £ > 0, the mass density p > 0, and the thermal expansion dp/df < 0. In
this paper we shall formulate the problem based on the nonlinear heat equation ().
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2.1 Formulation of the Problem

Let Q be a bounded open set of IR", n = 1,2, with C! boundary and Q be the cylinder
Q x (0,T) of R" for T > 0, whose lateral boundary we represent by ¥ =T x (0, 7).
We shall consider the following non-linear problem:

u' = div (a(u)Vu) + b(u) [Vu]* = 0 in Q,
u=0 on X, 9)

u(z,0) = up(x) in Q.

Mathematical models of semi-linear and nonlinear parabolic equations under Dirichlet
or Neumann boundary conditions have been considered in several papers, among them,
let us mention ([, B, B]) and ([, B, [T, [4]), respectively.

Feireisl, Petzeltova and Simondon [[]] prove that with non-negative initial data, the
function a(u) = 1 and g(u, Vu) < h(u)(1 + |Vul?), instead of the non-linear term
b(u) [Vul? in ()1, there exists an admissible solution positive in some interval [0, Tiax)
and if T« < 0o then

lim ||u(t,.)]|e = o0.

t—Tmax

For Problem ([]) we will prove global existence, uniqueness and asymptotic behavior for
the one-dimensional case (n = 1) and existence and asymptotic behavior for the two-
dimensional case (n = 2), for small enough initial data.

3 Existence and Uniqueness: One-dimensional Case
In this section we investigate the existence, uniqueness and asymptotic behavior of solu-
tions for the case n = 1 of Problem (9).

Let ((+,+)), || - || and (-,+), | - | be respectively the scalar product and the norms in
H}(Q) and L*(2). Thus, when we write |u| = |u(t)|, ||ul]] = [|u(?)| it will mean the
L*(Q2), H}(2) norm of u(x,t) respectively.

To prove the existence and uniqueness of solutions for the one-dimensional case, we
need the following hypotheses:

H1: a(u) and b(u) belongs to C'(IR) and there are positive constants ag, a; such that,

ap < a(u) <a; and b(u)u > 0.

H2: There is positive constant M > 0 such that

max {‘@(s)

selR du

@
du

I

(s)]} < M.



H3: uy € H}(Q) N H*(Q).

Remark 1. From hypothesis (H1), we have that b(u)u > 0, Yu € IR. Thus from
hypothesis (H2), [b(u)| < M|ul.

Theorem 1 Under the hypotheses (H1), (H2) and (H3), there exist a positive constant
g0 such that, if ug satisfies (|uo| + ||woll + |Auo|) < o then the problem (d) admits a
unique solution u : QQ — IR, satisfying the following conditions:

i ue LX0,T; Hy(Q) N H*(Q)),

i, u' e L*(0,T; H(Q)),
iii. ' — div(a(u)Vu) + b(u) [Vul> =0, in L*(Q),
iv. u(0) = up.

Proof. To prove the theorem, we employ Galerkin method with the Hilbertian basis
from H (), given by the eigenvectors (w;) of the spectral problem: ((w;,v)) = Aj(wj,v)
forall v € V = H}(Q) N H*(Q) and j = 1,2,---. We represent by V,, the subspace of V
generated by vectors {wy,wy, ..., w,,}. We propose the following approximate problem:
Determine u,, € V,,, so that

m)

(ul ,v) + (a(um)Vum, Vv) + (b(um) |Vum|2,v) =0 YveV, (10)
U (0) = ugm — ug  in H(Q) N H(Q).

We want to get strong convergence in H}(Q) and L*(Q) of u,, and Vu,,, respectively as
given later in (B4). To do so, we will use the compactness results of Lions applied to a cer-
tain sequence of Galerkin approximations. First we need to establish that they converge
weakly in some particular Sobolev spaces, and we do this through energy estimates.

Existence

The system of ordinary differential equations ([[(]) has a local solution wu,, = u,(z,t) in
the interval (0,7,,). The estimates that follow permit to extend the solution w,,(z,t) to
interval [0, T[ for all T > 0 and to take the limit in ([[0).

Estimate I: Taking v = u,,(t) in equation ([(); and integrating over (0,7"), we obtain

]' 2 T 2 T 2 ]' 2
_|um| +a'0/ ||um|| +/ / b(um)um| ;um| < —|U0| ) (11)
2 0 0o Ja 2

where we have used hypothesis (H1). Taking @y = min{ao, 3} > 0, we obtain

1
g

T T
il + [ Nl 4 [ [ bt i [T < ool (12)
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Thus, applying the Gronwall’s inequality in ([J) yields
(ty,) is bounded in  L> (0,7T; L*(2)) N L* (0, T; HY (D)) . (13)

Estimate II: Taking v = u/, in equation ([[(); and integrating over 2, we obtain

1d d
il 5 % [ o) IVunl? = 3 [ S )it [V
Q
(14)
— [ b(um) e, | Vi),
| bl )it [T
On the other hand, from hypothesis (H2), we have the following inequality,
da 1
S [Vl < S Mol (15)
and since | - |0y < Co - || and [b(up)| < M|uy,|, we obtain
| - /Qb(um)uﬁn\vumlz\ < MCgllug, | llem”, (16)
where Cy = Cy(€2) is a constant depending on (.
Substituting ([[§) and () into the right hand side of ([[4) we get
Jpp, Ld g 1 2 2 3
Un|* + ——/ (1) [Vt |* < 5 M Cofuy || [ I* + MCG [ty || [0
2dt Jo 2 (17)
1 1

< (MG [P fluml* + S lluml® + (MCG)? [y I a1

Now taking the derivative of the equation ([[(J); with respect to ¢t and making v = u/ |
we have

1d db
Sl [ alun) IV = = [ S )l IV
da 2 o
=)o — () Ul | Vg, | —2/ Upm) VU, Vu, u (18)
1
< M3 + =) a2 2+ 5

From the inequality ([[7) and ([[§), we have

d (1 1 a
S+ 5 [ o)V} + [ + 2 2+

{5 = aollum | = axlfum?} <l

where we have defined ap = (MC§)? and a; = MCy(3MCy + 3Cy).



Now, under the condition that the following inequality,

Q
aollum[* + aflun|® < 2, VE20, (20)

be valid, the coefficients of the term ||u/ || in the relation ([[J) is positive and we can
integrate it with respect to t,

12 2 b 2 4 3ag 2
il + [ alun) Tl 2 [t 2+ 220 [t P < C (21)
Therefore, applying the Gronwall’s inequality in (RI]), we obtain the following estimate:

(ul,) is bounded in L*> (0,7 L*(Q)) N L*(0,T; Hy()) . (22)

Now we want to prove that the inequality (R0) is valid if the initial data are sufficiently
small. In other words, there is some ¢y > 0 such that (|ug| + [Juol| + |Aug|) < €0 and the
following condition holds,

1 a a
% Lyt anluol? + o’} + 2 (st ol + ) <% (29
0 Qo 4
and a
0
aplluo|l* + arfluol* < T (24)

2
where we have denoted Sy = (M(||u0|| + [Aug|? + ||uo|||Auol? ) + a1]| Ay )

We shall prove this by contradiction. Suppose that (20) is false, then there is a t*
such that

(@ + arlun@® < T i 0<t<t (25)
and a
* * 0

o[t ()" + e Jum (E)* = - (26)

Integrating ([[9) from 0 to ¢*, we obtain
1 . . 1
S, () + [ ) V()P < 3, (0 + [ @l (0)| Vi (O
t* 2
[ Nl < (Mol + Aol + | 180l ) + arfAuol? ) (27)
1 2
+as [Juo | T |Uo|

and consequently,
» 1
[l (E)]7 < —So + —IIUO||2 —5uol” (28)
ap



Using (3) and (B4)) we obtain
2
alim(®)* arlun(e) < %5 {50+ arluall + - fuof?
O

a
+0f1{ So + —||U0||2 |U0|2} < ZO,
ap

hence, comparing with (Bg), we have a contradiction.

Estimate III: Taking v = —Au,,(t) in the equation ([[0);, and using hypothesis H1, we
obtain

d
pri A +/Qa(um)\Aum|2 < [ | | At | + br| At * i

where we have used the following inequality,
/Qb(um)|Vum|2 |Atty] < b1 |Vt oo /Q IVt | At
< bt |Vt 10y ([t | [ At

< bu| At ([t ]| | Attn] = b [t | At .

In this expression we have denoted by, = sup |b(s)|, for all s € [—4&—0 4—] Note that,
Qp a0

from (B0), we have |ty (t)| < |lum ()| < ao/40q and by = by + M.
Using hypothesis (H1), we obtain

d a
el + 1At * < a [l | D] + 1| Aty [
dt 2

or equivalently,

2

Similar to the choice of gq for the conditions (BJ) and (B4), o will be further restricted
to guarantee that the following condition also holds,

d Qag
Sl + (5 = bl ) 180l < il At

b 2 a
o (S0 arfjuol? +—|uo| DR (30)
. Qo (o o .
and from (RI]) we obtain 1 < (5 — b1||um||), it implies that
d agp )
Tllumll® + FAun* < alfun|| |Awn] < 2 A + Cffun| . (31)

Now, integrating from 0 to ¢, we obtain the estimate
2 T 2 A
lun |+ [ 1A, ? < €.

8



Hence, we have

(um) is bounded in L (0,T; Hi(9)),

. . (32)
(u,) is bounded in  L?(0,T; H} () N H*(Q)).

Limit of the approximate solutions

From the estimates ([3), (B9) and (B3), we can take the limit of the nonlinear system
(I0). In fact, there exists a subsequence of (u,)men, Which we denote as the original
sequence, such that

ul, — u'  weak star in L (0,T; L*(Q)),

u, — u'  weak in L2 (0,T; HY()), (33)
Uy — u  weak star in L= (0,T; H3 (D)),

Uy — u  weak in L2 (0, T; HL() N H3(Q)) .

Thus, by compact injection of HJ(2 x (0,T)) into L*(Q x (0,T)) it follows by com-
pactness arguments of Aubin-Lions [[], we can extract a subsequence of (t,)men, still
represented by (,)men such that

Uy, — U strong in L?(0,7; Hy(©2)) and ae. inQ,
(34)
Vi, — Vu strong in L?*(Q) and a.e. inQ.

Let us analyze the nonlinear terms from the approximate system ([[0J). From the first
term, we know that

[ o) Vunl* < at [ |9l < ic, (35)
and since wu,, — v a.e. in ) and a(z,.) is continuous, we get
a(uy,) — a(u) and Vu, — Vu ae. in Q. (36)
Hence, we also have
() Vi |* — |a(u)Vul*  a.e. in Q. (37)
From (B3) and (B7), and Lions’” Lemma, we obtain
() Vi, — a(u)Vu  weak in L*(Q). (38)

From the second term, we know that

T T
b mvm22<b2/ vaOo /va
L L) VP2 <6 [Vl [ V]
T T
<BCo [ uml? Tl < BCollumll® [ [Aunl? < C.
0 0
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where C has been defined in ([[G).
By the same argument that leads to (B7), we get

6(t) | Vum)?|> — [b(u)|Vul*|* ae in  Q (40)
Hence, from (BY) and ([{Q) we obtain the convergence,
b(Up) [ Vim|? — b(u)|Vu|*  weak in L*(Q). (41)

Taking into account (B3), (B) and (f1]) into ([[();, there exists a function u(z,t) defined
over 2 x [0,T] with value in IR satisfying (). Moreover, from the convergence results
obtained, we have that u,,(0) = ug, — u in Hy(Q) N H*(Q) and the initial condition is
well defined.

Hence, we conclude that equation (f]) holds in the sense of L*(0,T; L*(Q2)).

Uniqueness

Let w(z,t) = u(z,t) —v(z,t), where u(z, t) and v(z, t) are solutions of Problem (f]). Then
we have

w' —div (a(u)Vw) — div(a(u) — a(v))Vo

+b(u) ([Vul* = [Vol?) + (b(u) = b(v))| Vo[> =0 in @,
(42)
w=0 on,

w(xz,0) =0 in Q.
Multiplying by w(t), integrating over {2, we obtain

Sl & [ aIVuP <[5 @) o] (Vo] [Vul

+ [ I (17l + 1901) [V ol + [ 190 190 )]

<M [ 9wl [w] [Vo| +Co [ (IVal+[90]) (Vo fwl+ M [ Vo wf? (43)
< M|Vl lw]| [w] + Co(|Vulre@) + Vo) [[w]l w]

F MVl 02 < 2 ol + (AP + A0 wl?

where we have used

(a) The generalized mean—value theorem, i.e.,

() — a(v)| = |—< J(u—v)] < |d—u< ) Jw], w<a<w,
b) [b(u) (IVul? = |Vol?)| < [b(u)| [Vw|(|Vul + [Vo]),
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(€) [Vv[re@) < VUl < [[vllrze) < [Av]rzg).

The last inequality is valid only for one-dimensional case.
Integrating (3) from 0 to ¢, we obtain

L oo ao [ o 1 o, = [ 2 2 2
—|w| +—/ |w]|* < =]w(0)] +C’/ (|Aul” + |Av|?)|w]|?,
2 2 Jo 2 0

where C' denotes a different positive constant. Since w(0) = ug — vy = 0, using the
Gronwall’s inequality, we obtain

t
w+ [l =0,

which implies the uniqueness, w(z,t) = u(x,t) — v(x,t) = 0 and the theorem is proved.
O

Asymptotic behavior

In the following we shall prove that the solution u(x,t) of Problem () decays exponen-
tially when time ¢ — oo, using the same procedure developed in Lions [J] and Prodi
[[3]. Thus, we will initially show the exponential decay of the energy associated with the
approximate solutions w,,(x,t) of Problema ([L0).

Theorem 2 Letu(z,t) be the solution of Problem (f). Then there exist positive constants
S0 and C' = C{||uol|, |Aug|} such that

ul]? + [u/)? < Cexp™. (44)

Proof. To prove the theorem, complementary estimates are needed.

Estimate I': Consider the approximate system ([[(J). Using the same argument as
Estimate I, i.e, taking v = u,,(t), we have

%|um|2+/Qa(um)|Vum|2+/Qb(um)um|Vum|2 =0. (45)
Integrating (£G) from (0,7), we obtain
Lo T 2 T 2 _ 1 1
Sl a0 [l + [ [ bt Vit < S ol (46)
2 0 0 Ja 2

From H1 hypothesis, () and (fd) we conclude

ol um |* < 2lu,| Jum| < 2[ug,| Juol. (47)

11



Estimate IT": Taking derivative of the system ([[(J) with respect to ¢t and making v = u/,,,
we obtain

2+ ol 12 < M ([ o PIF ]+ [ it (V)
20 [ [Vl [Vl ] < Cr (Pl + Nt ¥ 2).

where C = C1(M, Q).
Hence,

ao agp
S 4 Sl P+ el (5 = Cullull = Clluml?) < 0.

(49)
Using (1) then we can write the inequality (£9) in the form,
12, Q02 YA 2luol\1/72, 11y 2[uol, ,
gel ol Il 4 D 2 (5 = Cu (S0 ) 2 = = Rl <0 (50)

Let v = u/,(0) in (L0). Then

[, (0)* < C (Jluol| + | D] + | Aug|* + [ Aug[*) [y, (0],
where C' = C(ay, M, ), and

2
[, (0)” < (C (Iluoll + | Auo| + |Auo|* + [Augl*) ). (51)
We define the operator

A 1/2
)= (20} 0 Chul + 1800] + Al + ) )

2up|

+

(52)
C (Jluoll + [Auo| + | Aug[? + |Aug|*) .

Then we have shown that

1/2
2 2
< |U0|> |Ulm(0)‘1/2 + M ‘U;n<0)| < J(uo).
Qo ap

If we choose C a positive constant and ug small enough, so that

(53)

Clj(lbo) < @

) (54)
the following inequality holds,

1/2
2 2
- ( w) a2 4 0 2l < @ (55)
ag Qo
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Indeed, we can prove this by contradiction. Suppose that there is a ¢* such that

2|UQ‘ Qag

1/2 . 2|u .
& (Y B e 4 0 2 ) = 2 (56)
o
Integrating (B0) from 0 to ¢*, we obtain |u/(t*)]* < |u/(0)]?.
From (p4)) and (B3), we conclude that
2|ug|\1/2 . 2|u .
e () P g g2+ € 20l o
agp agp (57)
2|ug|\1/2 2|u a
< (Y 2, 12+ 2 0)) < ) < 2
Qo
Therefore, we have a contradiction by (5d).
From (B0), (B5) and using the Poincaré inequality, we obtain
i\u’ 1> + solul,|* <0 (58)
dt m m —
where sy = (agcp)/2 and ¢ is a positive constant such that || - [|g1q) > col - [r2@)
Consequently, we have
d sot
dt{exp o | } 0 (59)
and hence
2
[t < Jup, (0)[2 expt < (C([fuol| + [Auo] + [Auo[? + | Augl*) ) "exp*
(60)
< C([luoll, | Augl) exp==e,
where we have used the inequality (B1)).
We also have from ({7) that
2 2 / 2 al 75025/2
lm | < = Juo] [t | < =C(luoll, | Auo| ) uo| exp~*"/>. (61)
Qo Qag

~ ~ 92 _
Defining 5o = s9/2 and C' = C + —C then the result follows from (B0), (61]) inequality
Qo
and of the Banach-Steinhaus theorem. O

4 Existence: Two-dimensional Case

In this section we investigate the existence and asymptotic behavior of solutions for
the case n = 2 of Problem (P). In order to prove these results we need the following
hypotheses:
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H1: Let a(u) belongs to C?[0,00) and b(u) belongs to C''[0,00) and there are positive
constants ag, a; such that,

ap < a(u) <a; and b(u)u > 0.

H2: There is a positive constant M > 0 such that

d*a s ‘} < M.

da
o)

db
s {WS)

@(5)

I

I

da
H3: — =0.
T (0)=0
H4: vy € Hol(Q) N H3(Q).

Theorem 3 Under the hypotheses (H1) - (H4), there exists a positive constant €y such
that, if ug satisfies (|Aug| + ||uol i3)) < €0, then Problem () admits a solution u : Q —
IR, satisfying the following conditions:

i.ue L(0,T; Hy () N H*(Q)),

ii. v € L*0,T; Hy(Q) N HA(Q)),
iii. o — div(a(u)Vu) +b(u) [Vu2=0 in L2(Q),
iv. u(0) = uo.

Proof. To prove the theorem, we employ Galerkin method with the Hilbertian basis from
Hi (), given by the eigenvectors (w;) of the spectral problem: ((w;,v)) = \;(w;,v), for
allv € V. = H}(Q) N H*Q)) and j = 1,2,---. We represent by V,, the subspace
of V' generated by vectors {wy,ws, ..., wy,}. Let uy,(x,t) be the local solution of the
approximate problem ([[()). With similar arguments for the one-dimensional case, in
order to extend the local solution to the interval (0,7") independent of m, the following
a priori estimates are needed.

Estimate I: Taking v = w,,(t) in the equation ([[(); and integrating over (0,7"), we
obtain

1 T T 1
Sl a0 [l + [ [ b Vit < 5ol (62)
2 0 0 Jo 2
Using the hypothesis (H1), we have
(ty,) is bounded in  L> (0,7T; L*(2)) N L* (0, T; HY(Q)) . (63)
Estimate IT: Taking v = —Au,,(t) in ([0);, we obtain

1d

d
sl + [ awn)[Aunf? = = [ ()| VA + [ 22V, ?Au, (64

14



From hypothesis (H1) and using Sobolev embedding theorem we have the inequality
]/Qb(um)wummum\ < M/Q (| [Vt 2| At
< M| ) |Vtm| sy [Vum|rs@) |Atm|r2) (65)
< MCP|lumll l[wmllF @) [Atm| < ColAup[,

where Cy = MC3C,C3 > 0, since C;, Oy, Cj are positive constants satisfying the
following inequalities:

[um|re < Cillum||mr,  |uml|lgz < ColAuy| and  ||unm||gr < Cs|Auy,|. (66)
We also have that
\/ |Vt 22| < M/ IVt 2| Aty < M|Vt sy | Vet (62| At

< MOt 120 120y | Mt < MCICE| Aty (67)

02
< Cs|AumlP < 2| Aum| + %|Aum|2.
0

where C5 = MC3C3 > 0 and Cy is a positive constant satisfying the inequality: |wm,|za@) <
Cil|tm | 51

Substituting (69) and (B7) in the equality (f4) and using the hypothesis (H1), we
obtain

5 gl + A < (Co 22 ) A (68)
Consider now v = —Au/,, in ()1 Integrating in 2, we obtain
1d
i 55 [ ol = = [ b [V P,
2 dt Q
i (69)
Au! " A, |2
T e A - AL

In the following, we shall get estimates for the first, the second and the third terms on
the hand right side of (£9).

For the first term, from hypothesis (H2) and using Sobolev embedding theorem, we
obtain

[ bum)

<M [ Jun [V P|Ac,
Q
< M|Um|L6(Q)|vum|L6(Q) |Vum|L6(Q) |Au;n|L2(Q)
< MCP||uml| ([t 120y 180, ] < Col Auy[* | Ay, |

2
< SO+ 5] A ? 2 2
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where Cy = MC3Cy,C3 > 0, was defined in (5F).
For the second term on the hand right side of (£9), we have

o

W <M [ T A,
Q

< M|Vum|%4(g) |Auy,[r2(0)

(71)
< MC|lum|| () 18U |L2@) < Cs| At |* | A, |
202
< —|A ml* + —|A ml”
where Cy and C5 are positive constants defined in (p@) and (£7).
For the third term on the hand right side of (69), we have
1y rd
o [ ldun| <5 ﬂ%mwz mmom%ﬁ

2C3
< Col Al | | A2 < =Z|Aul* + 2|, A, 2,
QAo 8
where Cg is the positive constant of embedding between spaces, H(Q2) — C°(Q), i.e,
|ullco@y < Csllullm2) and Cr = ?CGCQ > 0. Substituting ([70), (1) and ([3) in
(B9), we obtain

2 2
ld (um)|Aum|2 < (% M)m mlt + 0|Au’ 2

2

1 (73
+§|Aum|2|Au;ﬂ|2.

On the other hand, taking derivative in the equation ([[(); with respect to ¢ and taking
v = —Au/, and integrating in €2, we have

lul |7 +/ a(ty,)| A, |* = /—u Au, Aul,

d2
— ) o3
db L oa
— | — u VU |*Aul, — 2/ b(tm) Vi, Vu, Au,,.
Q Q

2dt|

ul |Vu, A, —2/ —Vu,,Vu,,Au,, (74)

Again, we shall estimate the five terms on the hand right side of ([(4) individually. For

16



the first term, from hypothesis (H2) and using Sobolev embedding theorem we obtain

‘/—u Au,,

2M20202

Qg

2| A | A+ 2 A

For the second term, we have
}/ d“a ,
—u

Q du?

For the third term,

‘ / —Vu,,

< MC3CS| D] |Aut |2 < T2 |AL [ +

< Mluy, | o(0) [Vt Zo o) |Aun, 220

< MC’QCng,\AuM \Aum\Q

) |vu;n‘%4(§2) |Aup, |20

For the fourth term,

db
yes

For the last term of ([[4), we have

’ /Q b(tp) Vi,

200 O A 2| At 2.

< MCRC3|Auy,| | A, |

4M?

< Jg Bl +
16
Substituting the estimates ([79)-([[9) in ([74), we obtain
Hu HQ—i—/ a(uy)|Aul,|? < Cg|Au,,|*|Aul \2+%|Au’ |
th m m m 8 m m 8 ml >

M?C2C3 8M2C{Cy
where Cg = 2(017 + M020103 + %)
0 0

Adding the estimates (6§), ([J) and (BQ), we obtain

1d
2dt

3a 3a
(N2 + [ @) At l?) + =2 Ay 2+ =2

< Co|Aup,|* + Cs|Auyy, 2| Al |2,

< 1w

where Cy =
ag 2

“a)

17

S M‘U%|CO(Q)‘AUm| \Au’m| S MC6CQ|AUm‘ |Au;n\2

1O3| A ?| Al |2

o CACH D A

(75)

(76)

(77)

(78)

(79)



From estimate (BI), we obtain

1d
2dt
18 (5 = Col Aug )+ A, P+ [ A, 25 = G5l Aun ) <0

Q
(et + [, 1 +/ ()| Dt |) + > |t
(82)

On the other hand, making ¢ = 0 in the equation ([0);, taking v = —Au/ (0), integrating
in 2 and using the hypothesis (H3), we have

4 (O = — | 0 Ctm) Artom A, (0) + [ (o) (Vg )? 2, (0)
[0 o) [T P50 (0) = [ S ) Vs (09t 0)
+ / a (tom) V (Augy ) Vi, (0) — 322(u0m|Vu0m| Vg Ve, (0) (83)
da . db
[ o) V(| Vtom )V, (0)- [ 5
—/Qb(u()m)v (IVomal?) V2L, (0).

From (B3), we obtain the following estimate for the u,,(0) term,

(uOm) \Vu()m\ VUOmVU ( )

ety ()] < Cvo(llttom | 13(2) [Atiom| + [[tom | 213() + | Attom|*) 14, (0)]]

Or equivalently
2
g (O < CFo (lwomller3(2) [Atiom] + [[ttom | 3@y + | Auom|*) (84)

where Cyo = max { MC3Cy + 2MCyCy + MC3C3C, M, 2MCyCs}.
There is €9 > 0 such that for (|Aue| + [luo||m3@)) < €0, we have
1 ap
(Cs+ Cy) 4
2
ol + CFo (Iluoll ey [Auol + uoll sy + 1 Auol*)” + ar| Aug|? (85)

‘AUO‘Q <

1 ap

(Cs+Cy) 4

< ag

Therefore, we can confirm that

1 ap

Au, > <« —— %0
| At (Cs + Co) 4

V> 0. (86)
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Indeed, by presuming absurdity, there is a t* by (Bf) such that
1

8 9
(87)
1 Qo
At (t) = ——~—.
[Bun(t) = E a1

Then, by integrating (BJ) from 0 to ¢* and using hypothesis (H1), we obtain
[t ()P + N (E) 1 + @0l At () < Ntom* + N[5, 011 + ar| Aviom . (88)

From (B4), (BF) and (BY) we obtain
%(num(t*)nz [t ()12 + 0] Ay ()] < (89)

Therefore, we conclude that

1 agp

Aup(E) < 22,
B < e a1

This leads to a contradiction by (B7)..
Since (B) is valid, the terms (% - C’8|Aum|2) and (% - C'9|Aum|2) on the left
hand-side of (BJ) are also positive. Hence, by integrating (B2) from 0 to T', we obtain

1 a ag (T ag [T
Sl e+ 1 B2 4+ 52 [ A2+ %2 [ 8w, P (90)

Therefore,

(t,) is bounded in L™ (0,T; HY(Q) N H*(Q)),

(ul,) is bounded in L2 (0,T; H}(2) N H(Q)) N L>(0,T; HY(Q)) . (1)

m

The limit of the approximate solutions can be obtained following the same arguments for

(B3), (B4), (BY) and ([)), i.e, we obtain the solution in L*(Q).0

Asymptotic behavior

In the following we shall prove that the solution u(z,t) of Problem (§), in the case n = 2,
also decays exponentially when time ¢ — oo.

Theorem 4 Letu(x,t) be the solution of Problem (f). Then there exist positive constants
So and C' = C{||uo||, |Auol, ||uo|l w3} such that

el + 1| ﬂL/QCL(u)IAU\2 < Cexp™™". (92)
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1
Proof. Let H(t) = §(||um||2 + [l |2 +/Qa(um)|Aum|2).
From (B2), we obtain

d

SH(E) + aol A + 22w, ? < (93)

We also have

1
H() < 5(g(mu,ﬁﬂ\? + A | ) \Aum|2
(94)
< Cr(|Aunf +[Au, [F) < € ( B | ),
~ 9 1 ~ 8@1 .
where C} = max {037 5} and Cy = — Using (P3) and (P4), we conclude that
0

liH(t) + CLH(t) <0

2 dt =
which implies that

H(t) < Cexp 0!

where Sy = —2C} and the positive constant C' = C{||uq||, | Auol, |20l 30 } is determined

by (B4). The result follows from the Banach-Steinhaus theorem. O
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