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Abstract. We focus on the dynamics of a small particle near the Lagrangian points of the Sun-Jupiter system. To try to account for the effect of Saturn, we develop a specific model based on the computation of a true solution of the planar three-body problem for Sun, Jupiter and Saturn, close to the real motion of these three bodies. Then, we can write the equations of motion of a fourth infinitesimal particle moving under the attraction of these three masses. Using suitable coordinates, the model is written as a time-dependent perturbation of the well-known spatial Restricted Three-Body Problem.

Then, we study the dynamics of this model near the triangular points. The tools are based on computing, up to high order, suitable normal forms and first integrals. From these expansions, it is not difficult to derive approximations to invariant tori (of dimensions 2, 3 and 4) as well as bounds on the speed of diffusion on suitable domains. We have also included some comparisons with the motion of a few Trojan asteroids in the real Solar system.

1. Introduction. Let us start by introducing the well known Restricted Three Body Problem (from now on, RTBP). The RTBP models the motion of a particle under the gravitational attraction of Jupiter and Sun (also called primaries), under the following assumptions: i) the particle is so small that it does not affect the motion of Jupiter and Sun; and ii) Jupiter and Sun are point masses that revolve in circular orbits around their common centre of mass. It is usual to take a rotating reference frame with the origin at the centre of mass, and such that Sun and Jupiter are kept fixed on the $x$ axis, the $(x,y)$ plane is the plane of motion of the primaries, and the $z$ axis is orthogonal to the $(x,y)$ plane. These coordinates are sometimes called synodical. The usual (adimensional) units are chosen as follows: the unit of distance is the Sun–Jupiter distance, the unit of mass is the total Sun–Jupiter mass, and the unit of time is such that the period of Jupiter around the Sun equals $2\pi$. With this selection of units, it turns out that the gravitational constant is also equal to 1. Defining momenta as $p_x = \dot{x} - y$, $p_y = \dot{y} + x$ and $p_z = \dot{z}$, the equations of motion for the particle can be written as an autonomous Hamiltonian system with three degrees of freedom. The corresponding Hamiltonian function is

$$H_{RTBP} = \frac{1}{2}(p_x^2 + p_y^2 + p_z^2) + yp_x - xp_y - \frac{1 - \mu}{r_{PS}} - \frac{\mu}{r_{PJ}}.$$
being $\mu$ the mass of Jupiter (in adimensional units), $r_{PS}^2 = (x - \mu)^2 + y^2 + z^2$ is the distance from the particle to the Sun, and $r_{PJ}^2 = (x - \mu + 1)^2 + y^2 + z^2$ is the distance from the particle to Jupiter. The details can be found in almost any textbooks on Celestial Mechanics (for instance, see \[43, 50\]).

It is also well known that, in these –rotating– coordinates, the RTBP has five equilibrium points (see Figure 1): three of them lay on the $x$ axis (they are called collinear points, Eulerian points, or simply $L_{1,2,3}$), and the other two form an equilateral triangle (in the $(x,y)$ plane) with Sun and Jupiter (they are called triangular points, Lagrangian points or simply $L_{4,5}$).

It is not difficult to study the linear stability of these points. The collinear points are of the type centre×centre×saddle (for all $\mu$), while the stability of the triangular points depends on the value of $\mu$. If $\mu$ is lower than $\mu_R = \frac{1}{2}(1 - \sqrt{23/27})$ (this value is known as the Routh mass, or Routh critical value), these points are linearly stable. On the contrary, for $\mu_R < \mu < \frac{1}{2}$, these points are unstable. The usual cases in the solar system (like Sun–Jupiter or Earth–Moon) have a mass parameter lower than $\mu_R$, so they are linearly stable ([50]).

The nonlinear stability of elliptic points of conservative systems is a difficult problem. The case of two degrees of freedom is solved by the celebrated KAM theorem ([37, 3, 45], see [5] for a survey, or [8] for a presentation in a more general context), while the general case is still an open problem. On one side, a theorem by Lagrange and Dirichlet (see [5], p. 271) shows that, if the Hessian of the Hamiltonian function at the equilibrium point is positive definite, then the elliptic point is stable, in the classical Lyapunov sense. On the other hand, there is also a well-known example (see [16]) of a $C^\infty$ –and not analytic– system with a linearly stable equilibrium point that is unstable for the complete system (see also [17] for the analytic case).

Under very general conditions, the KAM theorem can be applied to the neighbourhood of the Lagrangian points of the RTBP [38, 14, 41, 42, 44] to ensure the existence of many quasi-periodic motions. Each quasi-periodic trajectory fills densely a compact manifold diffeomorphic to a torus. The union of these invariant
tori is a set with positive Lebesgue measure, and empty interior. In the planar case (the motion of the particle is restricted to the $z = p_z = 0$ plane, so the system only has two degrees of freedom), each torus is a two-dimensional manifold that separates the 3-D energy surface, so it acts as a confiner for the motion –this is the key point in the stability proof for two degrees of freedom Hamiltonian systems–. In the spatial case, the tori are now 3-D and the energy manifold is 5-D, so the tori cannot act as a barrier for the motion. Hence, it is possible to have trajectories that wander between these tori and escape from any vicinity of an elliptic point. The existence of such trajectories is believed to happen generically in non-integrable Hamiltonian systems. This phenomenon is known as Arnol'd diffusion since it was first conjectured by V.I. Arnol'd in [4].

A different approach to the stability of Hamiltonian systems was introduced by N.N. Nekhoroshev in [46]. The idea is to derive an upper bound on the diffusion velocity on an open domain of the phase space, and to show that the (possible) instability is so slow, that it does not show up in practical applications. This leads to the concept of effective stability of a given physical system: A system is considered effectively stable if the time needed to “observe” significant changes is longer than the expected lifetime of the system itself. For instance, [19] shows, among other things, the effective stability of a neighbourhood of the triangular points of the RTBP in the Sun-Jupiter case, for a time span of the order of the estimated age of the Solar system. Remarkable works in this direction are also [48, 10, 6]. For an application to a more general situation, see [47].

We can summarize both approaches by saying that KAM theory ensures true stability (i.e., for all times) on a set of initial conditions of large Lebesgue measure but with empty interior –this set is completely filled up with quasi-periodic motions– while Nekhoroshev theory ensures the effective stability (i.e., for a finite but very long time) of an open set of initial conditions. A formal presentation of these ideas in a more general setting can be found in [32].

A natural question is the persistence of these stability regions near the Lagrangian points of the Sun-Jupiter system in the real Solar system. With regard to this question it is remarkable that, in 1906, Max Wolf discovered (photographically) an asteroid (named 588 Achilles) moving near the Lagrangian point $L_4$ of the Sun-Jupiter system. Since then, many other asteroids have been found near the triangular points of the Sun-Jupiter system; they are usually called “Trojans”, and the names of the most relevant ones have been chosen from the Iliad. These asteroids (or, at least, some of them) seem to move in a stable zone near the equilateral points. There have been many attempts to rigorously prove the stability of the motion of some of these asteroids in the RTBP, with little success (see Section 1.1). We note that, even if a proof of effective stability in the RTBP were available, the (effective) stability of the Trojan asteroids would still remain an open problem, since the RTBP is not an accurate model for the dynamics of an asteroid in the real Solar system (see Section 3.1).

One of the most accurate models for the dynamics of the Solar system is given by the so-called JPL ephemeris (see [36]). Essentially, this model is a computer file storing a sequence of interpolating polynomials for the position of all the planets; these polynomials have been derived from suitable numerical integrations of a very sophisticated model –it includes, for instance, relativistic corrections–. So, this is a numerical model, only defined for a limited time span –the longest version is only valid for 6,000 years–. Hence, it is not difficult to integrate numerically the motion
of a particle in the JPL model, but it seems extremely difficult to derive theoretical results for such a complex model.

It seems then natural to look for a scaffolding of increasingly accurate (and increasingly complicated) models, starting at the RTBP and approaching the JPL model. In each of these models we focus on some dynamical structures that we study in detail. This detailed study of features of one model can be taken as the starting point of another study in the next model in our hierarchy of accuracy. At each stage new phenomena appear. At the end we uncover some phenomena present in the most realistic model but not present (even in a qualitative form) in the most simplified one. For an example of this technique see, for instance, [9] and [28].

There are several ways to introduce intermediate models, and we will summarize some of them in the following sections. One of the goals of this paper is to introduce an intermediate model, trying to take into account the effect of Saturn. This model is based on the numerical computation of a periodic orbit for the (non-restricted) three body problem Sun-Jupiter-Saturn, close to the (non periodic) orbit of these bodies in the real Solar system. Using this orbit, it is not difficult to write the equations of motion of a particle under the gravitational attraction of these bodies. In suitable coordinates, these equations are written as a periodic time-dependent perturbation of the RTBP, where the time-dependence accounts for the effect of Saturn. The remaining part of this work is focused on the study of this model. We have also included some comparisons with the real Solar system, by means of the JPL ephemeris [36].

The paper has been structured as follows: the remaining sections of the introduction are: Section 1.1, that describes previous results on the nonlinear stability of the triangular points of the RTBP; Section 1.2 that contains a description of models that include effects coming from perturbing bodies; and Section 1.3 summarizes the study and results obtained on the model presented here. Then, Section 2 describes the details on the derivation of the four-body model, Section 3 contains some numerical integrations comparing the model obtained with the RTBP and JPL model plus a numerical estimation of the stability region around the orbit. Section 4 deals with the preparation and initial expansion of the Hamiltonian of the restricted four-body problem, Section 5 is devoted to the computation of a normal form of order 16 around a periodic orbit near the triangular point, and to the computation of a region of effective stability around this orbit using estimates on the remainder of the normal form, Section 6 deals with the computation of formal first integrals (up to high order) and the use of these integrals to again estimate the stability region around the periodic orbit. The conclusions are presented in Section 7.

1.1. The restricted three body problem. As it has been explained before, this is the simplest model to study this problem. Hence, it has been used by several authors to try to show the stability of the Trojan asteroids for this model. The usual techniques are based in normal form calculations (see [19, 48]) or first integrals ([10]), but none of these works has been able to show the effective stability of a Trojan asteroid. The first stability calculation for a Trojan can be found in [21], although the authors use a planar model instead of a three-dimensional one. Hence, they show the stability for the projection, on the plane of motion of Jupiter, of the position of a real Trojan. Although [21] paper is strongly based on numerical calculations and for this reason cannot be regarded as a standard mathematical proof, it is, in our opinion, quite close to a rigorous computer-assisted proof.
1.1.1. The elliptic restricted three body problem. An improvement over the RTBP can be done by assuming that the two main bodies revolve not on a circular orbit but on an elliptic one. This is what is known as the elliptic RTBP (see [50]). In suitable coordinates, this model can be seen as a periodic time-dependent perturbation of the RTBP. The linearization of the flow around the triangular points of the RTBP model for the Sun-Jupiter case is described by the direct product of three linear oscillations, two of them are contained in the $z = p_z = 0$ plane and the third one is contained in the $x = p_x = y = p_y = 0$ plane. It is remarkable that the vertical oscillation has a frequency exactly equal to 1, for all the values of the mass parameter $\mu$ ([50]). This frequency 1 corresponds to a period of $2\pi$ that is also the period of revolution of the primaries in the synodic reference system. Hence, if we look at the effect of a small eccentricity on the motion of the primaries as a periodic time-dependent perturbation of the RTBP, then the period of this perturbation will be exactly $2\pi$ – the elliptic motion of the primaries is exactly repeated after one revolution. In other words, we have an exact 1:1 resonance between one of the linear modes around $L_4$ of the RTBP and the perturbation coming from the eccentricity of Jupiter. However, this resonance does not play any role in the linearized system, since the perturbation is uncoupled – at first order – from the "vertical mode" with frequency 1. The linear dynamics near the Lagrangian points of the elliptic RTBP has been studied by several authors (see [13, 50]).

When one considers the nonlinear dynamics around the triangular points of the elliptic problem, the above-mentioned resonance becomes relevant, giving rise to hyperbolic, lower dimensional tori near the point. It is also worth to mention that these hyperbolic tori are not an obstruction to the existence of regions of effective stability. See [30] for more details.

1.2. Restricted four-body models. Now, to try to account for the effect of Saturn, we will introduce a four massive body into the model. As we will see, there are several ways of introducing the effect of such a body.

1.2.1. The Bicircular model. It was first introduced in [12] to include the effect of the Sun in the Earth–Moon RTBP. This model assumes that Earth and Moon are moving as in the RTBP, but also that the centre of mass of this RTBP is moving in a circular orbit around the Sun. The three bodies are assumed to move in the same plane. Then, once the motion of these three massive bodies has been prescribed (using very simple trigonometric expressions), it is not difficult to write the force acting on an infinitesimal particle and to derive the equations of motion for such a particle. It is usual to use the same reference frame as in the RTBP: the origin is taken at the Earth-Moon barycentre, with the same axis as in the RTBP. Hence, in these coordinates, the Sun is turning (clockwise) around the origin. For recent results on this model in the Earth-Moon case, see [24, 49, 29, 9, 28].

We can apply a similar approach to introduce the effect of Saturn into the model: we can assume that Sun and Jupiter move as in the RTBP, and that Saturn also moves in circular orbit around the Jupiter-Sun barycentre, and that the three bodies move in the same plane. Then, as in the Earth-Moon case, it is not difficult to derive the equations of motion of a fourth infinitesimal particle under the Newtonian attraction of these bodies. Defining momenta as $p_x = \dot{x} - y$, $p_y = \dot{y} + x$ and $p_z = z$,
the Hamiltonian for this Bicircular model is given by
\[
H = \frac{1}{2}(p_x^2 + p_y^2 + p_z^2) + yp_x - xp_y - \frac{1}{r_s} - \frac{\mu}{r_j} \frac{m_{sat}}{r_{sat}} \frac{m_{sat}}{a^2} (y \sin(\theta - \theta_0) - x \cos(\theta - \theta_0)),
\]
where \( r_s^2 = (x - \mu)^2 + y^2 + z^2 \), \( r_j^2 = (x - \mu + 1)^2 + y^2 + z^2 \), \( r_{sat}^2 = (x - x_{sat})^2 + (y - y_{sat})^2 + z^2 \), \( x_{sat} = a \cos(\theta - \theta_0) \), \( y_{sat} = -a \sin(\theta - \theta_0) \), \( \theta = \omega_{sat} t \), being \( m_{sat}, \omega_{sat} \) and \( a \) the mass, frequency and semi-major axis of the orbit of Saturn, in the RTBP units.

1.2.2. Coherent periodic models. A characteristic of the Bicircular model is that the motion of the three massive bodies is not coherent, in the sense that they do not follow Newton’s law. This lack of coherence is due to the selection of circular trajectories for the bodies, to avoid a too complex model.

To derive a coherent model, we need first to compute a true solution of the general Three Body Problem (from now on, TBP), close to the real motion of Sun, Jupiter and Saturn. Although this is already a difficult problem, it can be solved by means of numerical methods. Then, it is not difficult to write the equations of motion for a particle under the gravitational attraction of these three bodies. Finally, using a suitable change of coordinates—in which Sun and Jupiter are kept fixed on the \( x \)-axis, as in the RTBP—, these equations of motion are written as a periodic time-dependent perturbation of the RTBP. In what follows, we will refer to these kind of models as Bicircular Coherent Periodic Models or BCCP.

A coherent model for the Earth-Moon-Sun problem has been developed in [1, 2], to study the dynamics near the collinear points \( L_{1,2} \) of the Earth-Moon system. Here we will focus on the Sun-Jupiter-Saturn case and, although we will roughly follow the methods developed in [1], we will also introduce a few changes to simplify the technicalities of the method.

1.2.3. Quasi-periodic models. Assume we are given a model for the motion of the bodies of the Solar system (for instance, the JPL ephemeris), and that we are interested in the dynamics near the triangular points of the Sun-Jupiter system. Then, we can proceed as follows:

a) Write the vector field acting on a particle under the gravitational attraction of all the planets.

b) Take coordinates (a time dependent reference frame) such that Sun and Jupiter are kept fixed on the \( x \) axis. As in the RTBP, we will refer to these coordinates as synodical. Write the vector field defined in a) in these coordinates.

Now we have a vector field that can be seen as a perturbation of the RTBP, but with more terms that depend on the transformation used—that is, of the real position of Sun and Jupiter—plus the position of the bodies of the Solar system. Note that these extra terms depend on the positions of Sun and planets and that, for a model like the JPL ephemeris, there are no “simple closed formulas” for them. Then, we can apply the following steps:

c) Perform a frequency analysis on these terms, and detect the dominant frequencies. As the motion of the Solar system seems to be quasi-periodic (at least for moderate time spans), it turns out that the part of these perturbing
terms that depend on the positions of Sun and planets can be well approximated by Fourier series.

d) We substitute the dependence of the positions of the bodies by these truncated Fourier series.

e) The frequencies detected in c) can be written as a linear combination of a few of them, that correspond to the mean motion of the elements of the orbits of the bodies. We will refer to them as basic frequencies.

f) It is not necessary to take into account all the basic frequencies. In fact, the frequencies selected can be used as a control on the complexity (and the accuracy) of the model.

As far as we know, these models were first introduced in [25, 23, 24] (see also [26]) to apply dynamical systems tools to the transfer and control of space missions (see also [15, 22, 11]). Theoretical results for these kind of models can be found in [31] and [33].

1.3. **Study of the coherent periodic model.** We will focus on the dynamics near the Lagrangian point \( L_5 \). The same results will hold for \( L_4 \), due to the symmetries of the model.

1.3.1. **Periodic orbits as replacements of \( L_{4,5} \).** Due to the effect of Saturn, the equilateral points are not longer equilibrium points. A simple application of the Implicit Function Theorem shows that, under generic hypotheses of non-resonance and smallness of the perturbation of Saturn, the equilibrium points of the RTBP are replaced by periodic orbits with the same frequency as the perturbation. These periodic orbits tend to the respective equilibrium points when the perturbation goes to zero.

The first step is to compute the periodic orbit that is replacing \( L_5 \), and to study its linear normal behaviour. This information will be used to compute an affine transformation that brings the Hamiltonian into linear normal form. We note that the case of a periodic orbit of an autonomous system is much more involved, since this transformation cannot be taken as affine, see [34] for more details.

1.3.2. **Normal forms and first integrals.** Next step is to compute a complete (and integrable) normal form around this orbit up to a high order (typically, we will use order 16). This means that we will expand the Hamiltonian in power series (of the 6 phase space coordinates) up to degree 16. Note that the coefficients of the corresponding monomials depend on time in a periodic way. Hence, we will handle them as truncated Fourier series with double precision coefficients. The truncation has been selected to only drop terms whose contribution is less than \( 10^{-16} \), the truncation error of the computer arithmetic. We stress that we are using truncated formal Fourier-Taylor expansions for the Hamiltonian, but with double precision coefficients. The use of the standard floating point arithmetic instead of a symbolic (and exact) arithmetic allows huge savings both in memory and time for the programs. This, jointly with an efficient implementation of the algorithms, is the key that allows to reach order 16 in a standard PC.

The integrability of the normal form can be achieved since the frequencies \( \omega_j \) \((j = 1, 2, 3)\) and \( \omega_{sat} \) have no exact resonances, at least up to order 16. Hence, it is possible to introduce action-angle variables such that the truncated normal form, to degree 16, only depends on the actions. Then, it is not difficult to describe approximately the dynamics around the periodic orbit. In a similar way it is possible
to compute approximate first integrals, as a power expansion with periodic time-
dependent coefficients. These functions (sometimes called “quasi integrals” [39])
can be used to derive estimates of the diffusion time near the orbit ([10, 20]).

The computational process is based on the use of generating functions and Lie
series. The algorithm used for the normal form computation is a modification of
the classical Lie series method (see [27] for the details of this modified method),
to deal with periodic time-dependent Hamiltonian (see [24, 30, 49]). The main
advantage of the method presented in [27] is to avoid dealing with the Lie triangle
(it would require too much memory). These algorithms have been coded in C++
(C or FORTRAN would have also been a good choice), since the use of general
purpose packages of algebraic manipulation requires a prohibitive amount of com-
puter memory and time. The computer program is then an enlargement of the one
presented in [27].

1.3.3. **Dynamical implications.** The normal form will provide two kinds of informa-
tion. From one side, we can use it to compute invariant tori of dimensions ranging
from 2 to 4; this will give a description of the kind of motions near the periodic
orbit. On the other side, we can bound (numerically) the remainder of the normal
form and produce estimates of the time needed by a particle (like an asteroid) to
escape from a neighbourhood of that periodic orbit. We have also used the first
integrals to derive the region of effective stability. For the comparison between the
two approaches, see Section 7.

A more direct method to estimate the region of effective stability near the tri-
angular points is by means of a direct numerical integration: given a sufficiently
fine mesh of points, we use them as initial conditions for a very long numerical in-
tegration, to discard those points whose subsequent evolution is not confined near
the Lagrangian points. The main advantage of a direct numerical simulation is
that we obtain a quite realistic estimate of the size of the stability region, and the
main inconveniences are that the number of initial conditions in the mesh grows
exponentially with the dimension of the mesh, and that the integration time can-
not be arbitrarily long. For these reasons, in the simulations of Section 3.2 we have
restricted ourselves to a two dimensional mesh (so we have obtained a slice of the
region) and the time span has been restricted to $10^6$ years.

On the other hand, the estimation of the region by means of normal forms
and/or first integrals is much less affected by the stability time or the dimension of
the phase space, and the results can be converted in mathematical proofs, provided
that the computations are done using an exact arithmetic, like the intervalar one.
The main weakness of these methods is that the regions obtained are much smaller
than the real region of effective stability.

2. **The BCCP model.** This section is devoted to the construction of the BCCP
model. First, we compute a periodic solution of the planar three-body problem
close to the Sun-Jupiter-Saturn case; then we will use this solution to derive the
equations for the BCCP model as a perturbation of the RTBP. A BCCP model for
the Sun-Earth-Moon system has already been constructed in [1, 2].

2.1. **A periodic solution of the general three-body problem.** Our first pur-
pose is to obtain (numerically) a periodic solution of the planar three body problem
(TBP). We will use the Jacobi formulation of the TBP, where we deal with two
position vectors: one going from the Sun to Jupiter, and another one from the
the three masses (see Figure 2). Sun-Jupiter barycentre to Saturn. This second vector contains the barycentre of the three masses (see [40]):

Taking units such that the total mass of Sun and Jupiter is equal to 1 and the gravitational constant is also 1, the equations of motion for the three massive bodies are (see [40]):

\[
\begin{align*}
\ddot{r} &= -\frac{\vec{r}}{r^3} + m_{sat} \left[ \frac{\vec{R} - (1 - \mu)\vec{r}}{|\vec{R} - (1 - \mu)\vec{r}|^3} - \frac{\vec{R} + \mu\vec{r}}{|\vec{R} + \mu\vec{r}|^3} \right], \\
\ddot{R} &= -(1 + m_{sat}) \left[ \mu \frac{\vec{R} - (1 - \mu)\vec{r}}{|\vec{R} - (1 - \mu)\vec{r}|^3} + (1 - \mu) \frac{\vec{R} + \mu\vec{r}}{|\vec{R} + \mu\vec{r}|^3} \right],
\end{align*}
\]

where \( \mu = 0.95387536 \times 10^{-3} \) and \( m_{sat} = 0.285515017438987 \times 10^{-3} \). We will look for a solution in which the three bodies start on a line –Saturn, Jupiter and Sun, from left to right– and that they repeat this configuration (including speeds) after \( T \) units of time. Of course, the value of \( T \) has to be selected appropriately to obtain a solution as close as possible to the real motion of Sun, Jupiter and Saturn. Here, \( T \) is taken as the period of Saturn in the RTBP coordinates for the Sun-Jupiter system, assuming that both Jupiter and Saturn move on circular orbits. The associated frequency \( \omega_{sat} = \frac{2\pi}{T} \) is then 0.597039074021947.

The procedure for the numerical computation of this periodic orbit is as follows: first, we apply the change of variables

\[
\begin{align*}
    r_x &= \xi_x \cos t - \xi_y \sin t, \quad R_x &= \eta_x \cos t - \eta_y \sin t, \\
    r_y &= \xi_x \sin t + \xi_y \cos t, \quad R_y &= \eta_x \sin t + \eta_y \cos t,
\end{align*}
\]

to equation (1). This is a uniform (counterclockwise) rotation with frequency 1, the frequency of Jupiter in the RTBP. Then, defining the momenta as usual,

\[
\begin{align*}
    p_x &= \dot{\xi}_x - \xi_y, \quad P_x &= \dot{\eta}_x - \eta_y, \\
    p_y &= \dot{\xi}_y + \xi_x, \quad P_y &= \dot{\eta}_y + \eta_x,
\end{align*}
\]
and renaming the variables $\xi$ and $\eta$ as $r$ and $R$ respectively (we hope the reader will not be confused by this), equations (1) become:

$$
\begin{align*}
\dot{r}_x &= p_x + r_y, \\
\dot{r}_y &= p_y - r_x, \\
\dot{R}_x &= P_x + R_y, \\
\dot{R}_y &= P_y - R_x, \\
\dot{p}_x &= p_y - \frac{r_y}{r^3} - \frac{m_{\text{sat}}}{r^3_{\text{Sat}}} (R_x + \mu r_x) + \frac{m_{\text{sat}}}{r^3_{\text{Sat}}} (R_x - (1 - \mu) r_x), \\
\dot{p}_y &= -p_x - \frac{r_x}{r^3} - \frac{m_{\text{sat}}}{r^3_{\text{Sat}}} (R_y + \mu r_y) + \frac{m_{\text{sat}}}{r^3_{\text{Sat}}} (R_y - (1 - \mu) r_y), \\
\dot{P}_x &= P_y - (1 + m_{\text{sat}}) \left[ \frac{1 - \mu}{r^3_{\text{Sat}}} (R_x + \mu r_x) + \frac{\mu}{r^3_{\text{Sat}}} (R_x - (1 - \mu) r_x) \right], \\
\dot{P}_y &= -P_x - (1 + m_{\text{sat}}) \left[ \frac{1 - \mu}{r^3_{\text{Sat}}} (R_y + \mu r_y) + \frac{\mu}{r^3_{\text{Sat}}} (R_y - (1 - \mu) r_y) \right],
\end{align*}
$$

and $r^2 = r_x^2 + r_y^2, r^2_{\text{Sat}} = (R_x + \mu r_x)^2 + (R_y + \mu r_y)^2$ and $r^2_{\text{Sat}} = (R_x - (1 - \mu) r_x)^2 + (R_y - (1 - \mu) r_y)^2$. The numerical computation of the periodic orbit is done by means of a Newton method, looking for an initial condition such that the vectors $\vec{r}, \vec{R}$ (see Figure 2) and their derivatives are periodic with period $T$. The initial conditions are kept on the $x$ axis, so the bodies are always on the same line at the beginning of the orbit. We have also used a continuation scheme on the masses starting with $\mu = m_{\text{sat}} = 0$ (where the solution can be easily found by hand).

Let us describe this periodic solution. In an inertial frame, Jupiter and Saturn are turning counterclockwise. In the rotating frame, Jupiter is librating around the point $(\mu - 1, 0)$ while Saturn is turning clockwise (see Figure 3). A more geometrical view can be obtained by computing, for each instant of time, the orbital elements of the orbits of Jupiter and Saturn: Figure 4 displays the variation of the instantaneous eccentricity and argument of the perihelion along a period. As the eccentricities are very small (the eccentricities of Jupiter and Saturn in the real Solar system are 0.048 and 0.054, respectively), we can conclude that the motion of Jupiter and Saturn around the Sun is very close to circular. Moreover, the averaged Sun-Saturn distance for this solution (1.8333) is very close to the real one (1.8315, in RTBP units).
Finally, we note that there are other options for the construction of the BCCP. Here we have used the synodic frequency of Saturn as a reference for selecting the periodic orbit of the TBP, but it is possible to use other elements of Saturn as a reference (for instance, its mean distance to the Sun). The differences between the results of these selections are very small.

2.2. The Hamiltonian of the BCCP model. Here we will derive the equations of motion of a fourth massless particle under the attraction of the three primaries moving in the periodic orbit found in the previous section. One of the main goals is to write the model as a periodic time-dependent perturbation of the Sun-Jupiter RTBP.

We start from the periodic solution for Sun, Jupiter and Saturn, written in an inertial reference system, and let $\vec{\rho}$ be the position vector of the particle in this inertial reference frame. We are going to use the change of variables obtained from the composition of the following three transformations.

a) Translation of the origin from the global barycentre to the Sun-Jupiter barycentre.

b) Periodic time-dependent rotation to fix Sun and Jupiter on the $x$-axis.

c) Scaling to force the distance between Sun and Jupiter to be one.

In this “rotating-pulsating” reference frame, the three main bodies and the particle have the coordinates:

$$S : \vec{Q}_s = (\mu, 0, 0)^t$$

$$J : \vec{Q}_j = (\mu - 1, 0, 0)^t$$

$$sat : \vec{Q}_{sat} = \frac{1}{r} C^T \vec{R}$$

$$part : \vec{q} = \frac{1}{r} C^t (\vec{\rho} + \frac{m_{sat}}{1 + m_{sat}} \vec{R})$$

where $S, J, sat$ and $part$ stands for Sun, Jupiter, Saturn and particle, respectively, and $r = ||\vec{r}||$ (note that $\vec{r}$ and $\vec{R}$ depend periodically on time). The matrix $C$ is defined as

$$C = \begin{pmatrix}
-\frac{r_x}{r} & \frac{r_y}{r} & 0 \\
-\frac{r_y}{r} & -\frac{r_x}{r} & 0 \\
0 & 0 & 1
\end{pmatrix}$$
where \( \vec{r} = (r_x, r_y, 0) \) and \( \vec{R} = (R_x, R_y, 0) \) are the periodic solution of the TBP embedded in the three dimensional space. The inverse change is given by

\[
\vec{p} = -\frac{m_{sat}}{1 + m_{sat}} \vec{R} + B \vec{q},
\]

where \( B = rC \). Defining the conjugate momentum as

\[
\vec{p} = r^2 \vec{q} + B' \vec{B} \vec{q},
\]

the equations for the particle become Hamiltonian, and the Hamiltonian is:

\[
H = \frac{1}{2r^2} \langle \vec{p}, \vec{p} \rangle - \frac{1}{r^2} \vec{p} B' \vec{B} \vec{q} - \frac{m_{sat}}{1 + m_{sat}} \vec{R} B \vec{q} + U,
\]

where \( U \), the potential energy, is given by

\[
U = -\frac{1 - \mu}{r||\vec{Q}_s - \vec{q}||} - \frac{\mu}{r||\vec{Q}_j - \vec{q}||} - \frac{m_{sat}}{r||\vec{Q}_{sat} - \vec{q}||}.
\]

To write the Hamiltonian in a more suitable way, we look at the vectors \( \vec{r} \) and \( \vec{R} \) as if they were in the complex plane

\[
z = r_x + ir_y, \quad Z = R_x + iR_y,
\]

and we define the (T-periodic) functions:

\[
\alpha_1 = \frac{1}{r^2}, \quad \alpha_2 = \frac{\text{Re}(\dot{\bar{z}})}{r^2}, \quad \alpha_3 = \frac{\text{Im}(\dot{\bar{z}})}{r^2},
\]

\[
\alpha_4 = \frac{m_{sat}}{1 + m_{sat}} \text{Re}(\bar{Z} \bar{z}), \quad \alpha_5 = \frac{m_{sat}}{1 + m_{sat}} \text{Im}(\bar{Z} \bar{z}), \quad \alpha_6 = \frac{1}{r},
\]

\[
\alpha_7 = -\frac{1}{r^2} \text{Re}(Z \bar{z}), \quad \alpha_8 = -\frac{1}{r} \text{Im}(Z \bar{z}).
\]

From a numerical tabulation of the values of \( \vec{r} \) and \( \vec{R} \) we can easily compute the Fourier coefficients for \( \alpha_j, j = 1, \ldots, 8 \), up to a finite order (in fact, all the coefficients with modulus larger than 10^{-13} have been kept). Due to the parity properties of these functions, we can write them as

\[
\alpha_j(t) = \sum_{k \geq 0} \alpha_{jk} \cos(k \omega_{sat} t), \quad j = 1, 3, 4, 6, 7
\]

\[
\alpha_j(t) = \sum_{k \geq 1} \alpha_{jk} \sin(k \omega_{sat} t), \quad j = 2, 5, 8
\]

It is then possible to write the Hamiltonian of the BCCP problem as:

\[
H = \frac{1}{2} \alpha_1(t)(p_x^2 + p_y^2 + p_z^2) + \alpha_2(t)(xp_x + yp_y + zp_z) + \alpha_3(t)(yp_x - xp_y)
\]

\[
+ \alpha_4(t)x + \alpha_5(t)y - \alpha_6(t) \left[ \frac{1 - \mu}{q_s} + \frac{\mu}{q_f} + \frac{m_{sat}}{q_{sat}} \right],
\]

where \( q_s^2 = (x - \mu)^2 + y^2 + z^2, \quad q_f^2 = (x - \mu + 1)^2 + y^2 + z^2 \) and \( q_{sat}^2 = (x - \alpha_7(t))^2 + (y - \alpha_8(t))^2 + z^2 \). We recall that, for \( t = 0 \), Saturn is on the negative part of the \( x \) axis. Due to the symmetries of the periodic solution of the TBP, this Hamiltonian has the symmetry \( (t, x, y, z, \dot{x}, \dot{y}, \dot{z}) \leftrightarrow (-t, x, -y, z, -\dot{x}, \dot{y}, -\dot{z}) \). This implies that, to study the triangular points, it is enough to focus on one of them.
We want to make some comparisons between the derivation of the BCCP done here and the method used in [1, 2] to compute a similar model for the Sun-Earth-Moon case. There, the authors compute the periodic solution of the TBP by means of an (specially built) algebraic manipulator to find a Fourier series that satisfies, up to a prescribed order, equation (1). Then, this truncated Fourier series is manipulated to obtain the functions \( \alpha_j, j = 1, \ldots, 8 \).

The concrete values for the coefficients of the functions \( \alpha_j, j = 1, \ldots, 8 \) can be obtained from http://www.maia.ub.es/dsg/, in the preprints section.

2.3. Tests on the software. To check the results obtained in the preceding calculations, we have compared numerical integrations of the obtained model (2) with a restricted four body problem: we have randomly selected initial conditions for the particle, and we have computed the subsequent orbit for a period of Saturn. Then, each of these orbits has been sent to the initial coordinates of the Jacobi formulation (1). Finally, adding the equation of the infinitesimal particle to (1), using the initial condition for the periodic orbit of the TBP and integrating the four particles at once, it is not difficult to test the accuracy of the initial orbit. We note that this not only tests the equations obtained, but also the changes of coordinates used. The differences between the two integrations are of the order of \( 10^{-12} \). We note that, in the computation of the Fourier coefficients of the functions \( \alpha_j \) we discarded all the coefficients whose absolute value is lower than \( 10^{-13} \).

3. Numerical simulations. Here we have included some numerical simulations for the BCCP model, as well as some comparisons with the results for the RTBP and the JPL model for the real Solar system.

3.1. Trajectories of some Trojan asteroids. To compare the accuracies of the models RTBP and BCCP against the JPL ephemeris, we have integrated numerically the motion of the Trojan asteroids 588 Achilles and 624 Hektor (both are near \( L_4 \)) and 1870 Glaukos (near \( L_5 \)), in these three models. We have selected Achilles and Hektor because they are two well-known members of the Trojan family, and Glaukos because it is one of the four Trojans whose effective stability has been shown in [21], but for the planar RTBP. The initial conditions have been taken at December 22nd, 2000 (i.e., Julian day 2451900.5), from the database [7], and the total integration time has been chosen to be 20 years –enough for our actual purposes–. Of course, for the integration in the BCCP we need to take into account the initial position of Saturn with respect to Jupiter, to select the right initial phase for the time variable. The results are displayed in Figures 5, 6 and 7.

Let us comment on these plots. First, note the proximity between the RTBP and the BCCP integrations. In fact, this is not surprising because of the construction of the BCCP: among all the solutions of the TBP, we have selected the simplest one, in the sense that the motion of Jupiter and Saturn is nearly circular. So, if we look at the gravitational forces acting on the asteroid in the RTBP and BCCP models, we see that the force coming from Jupiter is very similar for the two models, and the main difference is the effect of Saturn, which is small since it is far away. Note that, in the real system, Saturn has little effect on the asteroid but it has a strong effect on Jupiter. In other words, the main difference –we are looking at the forces acting on the asteroid– between RTBP and the real system is the different motion of Jupiter. The main point in constructing the BCCP by introducing Saturn is to take into account the effect of Saturn on the orbit of Jupiter and, in second
Figure 5. \((x, y)\) and \((z, \dot{z})\) projections of the orbit of 588 Achilles for the RTBP, BCCP and JPL models, during 20 years.

Figure 6. \((x, y)\) and \((z, \dot{z})\) projections of the orbit of 624 Hektor for the RTBP, BCCP and JPL models, during 20 years.

Figure 7. \((x, y)\) and \((z, \dot{z})\) projections of the orbit of 1870 Glaukos for the RTBP, BCCP and JPL models, during 20 years.
place, to account for the less important effect of Saturn on the asteroid. As we have explained, our particular—and simple—selection of solution for the TBP is not close enough to the motion of Jupiter in the real system. Hence, a natural improvement to the BCCP model is to look for a solution (of the TBP) not periodic but quasiperiodic, in which the motion of Jupiter is closer to the real one. This is actually work in progress.

Although, from these considerations, it could seem that the BCCP is so close to the RTBP that it is not worth to study, we think that the BCCP contains very interesting features. One of the most important is that, as the equilibrium point is replaced by a periodic orbit (see Section 4.1), the stability region is not located around the geometrical triangular point but it moves along the periodic orbit. As we will see in the following sections, this motion is wide enough such that we can show effective stability for points in the space that are outside of previously computed regions for the RTBP. Of course, these points are inside these regions only for certain times (i.e., for certain positions of Saturn). See Section 7 for more details.

Finally, as a side comment, we want to note the simplicity of the \((z, \dot{z})\) projection of the motion: it looks like a mildly perturbed linear oscillator. This can be already explained using the RTBP: the linearization of the flow around \(L_5\) in synodical coordinates contains a linear oscillator (of frequency 1) fully contained in the \((z, \dot{z})\) direction. When we take into consideration the nonlinear terms, we see that they have little influence in the vertical direction so the dynamics in this \((z, \dot{z})\) direction is close to an harmonic oscillator. Hence, for the full Solar system, we expect to have a similar behaviour.

3.2. Numerical estimation of a stability region. Figure 8 contains an estimation of the stability region of the BCCP for \(t = 0\). This region has been obtained by the following procedure: a) selecting a grid of values \((x, y)\) and taking the remaining coordinates from the position of the periodic orbit that substitutes \(L_5\) (see Section 4.1) at time \(t = 0\); b) using the previous values as initial conditions, we start a numerical integration of the BCCP model; and c) the trajectories that go away before the final integration time (\(10^6\) years) are discarded. Hence, in Figure 8 we have drawn a black dot for each couple \((x, y)\) giving rise to a trajectory that stays near the Lagrangian points for \(10^6\) years. The explored area is also displayed, enclosed with a semi-circular box. Of course, we can compute a similar region for each value of \(t\) along a period of Saturn in the BCCP coordinates.

We note the big size of the region (we recall that the unit of distance is the Sun-Jupiter distance). In the following sections, we will also obtain regions of effective stability using truncated normal forms and approximated first integrals. These regions will be much smaller than the one obtained here, as it is usual for this kind of computations.

4. Preliminary transformations and expansions. Before starting with the normal form or first integral computations, we will put the initial Hamiltonian \((2)\) into a more suitable form. First, we compute the periodic orbit that replaces the equilibrium point \(L_5\), since the (time-dependent) translation of the origin of coordinates to this orbit cancels the first order terms in the Hamiltonian. Then, we will compute the linear transformation that reduces the linear variational equations along the orbit to constant coefficients. This (canonical) transformation reduces the second degree terms in the Hamiltonian to constant coefficients. Moreover,
this reducing transformation can be taken such that the Hamiltonian is put in (complex) normal form up to second degree. Finally, we will expand, up to high order, the Hamiltonian in these coordinates. The resulting expansion will be used in Sections 5 and 6. This procedure has already been used in [24, 30].

4.1. The periodic orbit that replaces $L_5$. As it has been mentioned before, the equilibrium points of the RTBP are no longer equilibrium solutions for the BCCP. A straightforward application of the Implicit Function Theorem shows that, under suitable conditions (essentially, they are a non-resonance condition involving the perturbing frequencies and the linear modes around the point, and a smallness condition on the size of the perturbation), the equilibrium points are replaced with periodic orbits with the same period as the perturbation; these orbits go to the corresponding point when the perturbation goes to zero.

To compute this periodic orbit, we will consider the time period-of-Saturn map associated to the flow of the BCCP, and we will look for a fixed point. Note that this map can be easily evaluated by numerical integration of the flow associated to (2), and its differential is also obtained integrating the variational flow. Hence, it is not difficult to apply a Newton method to look for a fixed point. Due to the smallness of the perturbation, it is enough to use, as initial condition, the coordinates of the triangular point $L_5$. The $(x, y)$ projection of the resulting periodic orbit is shown in Figure 9.

To check for possible bifurcations of this orbit when the size of the perturbation increases from zero to its actual value, we have introduced a perturbing parameter
in the Hamiltonian of the BCCP,
\[
H_\varepsilon = \frac{1}{2} \left( 1 + \varepsilon(\alpha_1(t) - 1) \right) (p_x^2 + p_y^2 + p_z^2) + \varepsilon \alpha_2(t)(xp_x + yp_y + zp_z) \\
+ (1 + \varepsilon(\alpha_3(t) - 1))(yp_x - xp_y) + \varepsilon \alpha_4(t)x + \varepsilon \alpha_5(t)y \\
- (1 + \varepsilon(\alpha_6(t) - 1)) \left[ \frac{1 - \mu}{q_S} + \frac{\mu}{q_J} \right] - \varepsilon \alpha_6(t) \frac{m_{sat}}{q_{sat}}.
\]
Hence, \( \varepsilon = 0 \) corresponds to the RTBP, while \( \varepsilon = 1 \) corresponds to the BCCP. By means of a continuation procedure, we have computed the periodic orbit for \( \varepsilon \) ranging from 0 to 1, showing a continuous behaviour of the periodic orbit w.r.t. \( \varepsilon \). We note that this is not the case in similar models (with a larger perturbation), like the Bicircular problem for the Sun-Earth-Moon system (see [49, 9]).

The linearized normal behaviour is given by the eigenvalues of the monodromy matrix of the periodic orbits, shown in Table 1. As these eigenvalues have modulus 1, the orbit is linearly stable.

### 4.2. Second order normal form.
In the previous section we have derived a time-dependent translation that cancels the first order terms in the Hamiltonian. Here we will derive a linear change of variables (that depends on time in a periodic way) that puts the second degree terms of the Hamiltonian into a more convenient form. This is, essentially, the Floquet transformation for the variational flow along the periodic orbit, but taking into account the symplectic structure of the problem. To simplify further steps in the normalizing process, we also apply a complexifying change of variables that put the second degree terms of the Hamiltonian in the so-called diagonal form.
4.2.1. Implementation of the Floquet change. The linear flow around the periodic orbit that replaces $L_5$ is described by a linear system of differential equations, that depends periodically on time, with period $T$,

$$\dot{u} = Q(t)u. \quad (3)$$

Our goal is to find a symplectic and $T$-periodic change of variables, $u = P(t)v$, such that $P(t)^{-1}(Q(t)P(t) - \dot{P}(t)) \equiv A$ does not depend on time. Then, using this transformation, (3) becomes autonomous:

$$\dot{v} = Av.$$

The existence of such a change is ensured by the classical Floquet theorem. Here, as we want to work not with the flow but with the Hamiltonian, we want this transformation to be canonical.

The construction of the transformation $P(t)$ as well as of the reduced matrix $A$ follows from the proof of the Floquet theorem. Here we will give the details of the calculation of $P(t)$ and $A$ for the BCCP case. In what follows we will denote by $J$ the matrix of the standard symplectic form of $\mathbb{R}^6$,

$$J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix},$$

where $I$ stands for the $3 \times 3$ identity matrix. We note that, with this definition of $J$, the first three coordinates (of $\mathbb{R}^6$) correspond to the positions while the last three are the momenta.

We start with the computation of the monodromy matrix $M$ of (3), by integrating the fundamental matrix over a period $T$. In this case, all the eigenvalues of this matrix are different and of modulus $1$, so $M$ can be reduced to diagonal form $D_M = \text{diag}(\lambda_1, \lambda_2, \lambda_3, \tilde{\lambda}_1, \tilde{\lambda}_2, \tilde{\lambda}_3)$. Let $S$ be the diagonalizing transformation, $M = SD_MS^{-1}$ (due to the Hamiltonian structure of the problem, the columns of $S$ can be scaled such that $S^tJS = -iJ$; this makes easier the computation of the inverse of $S$, $S^{-1} = -iJS^tJ$). Next, we can compute values $\omega_j$, $j = 1, 2, 3$, such that $\lambda_j = \exp(i\omega_j T)$. Note that these values are not uniquely defined: if $\omega_j$ is one of them, then any of the values $\pm(\omega_j + \frac{2k\pi}{T})$, $\forall k \in \mathbb{Z}$, is also admissible. Here, we have selected the values of $k$ and the sign such that the values $\pm(\omega_j + \frac{2k\pi}{T})$ are as close as possible to the frequencies of the (unperturbed) RTBP. This is the natural selection from a perturbative point of view, since the matrix $P(t)$ is then close to the identity. So, defining $D_B = \text{diag}(i\omega_1, i\omega_2, i\omega_3, -i\omega_1, -i\omega_2, -i\omega_3)$ and $B = SD_BS^{-1}$, we have that $B$ is a real matrix such that $M = \exp(BT)$. Then, it is not difficult to check that the matrix $P(t)$ that solves the initial value problem,

$$\dot{P}(t) = Q(t)P(t) - P(t)B, \quad P(0) = I,$$

is a $T$-periodic transformation that brings (3) into the reduced form $\dot{v} = Bv$.

Therefore, we have derived constructively the existence of the reducing transformation. However, we will first introduce a small modification on the scheme above to obtain a simpler reduced matrix $B$, and we then discuss the canonical character of the transformation $u = P(t)v$.

We want to compute a real transformation $R$ such that $A = R^{-1}BR$ have a very simple form. Hence, we define $R$ as the matrix whose first three columns are the real parts of the eigenvectors of $M$, and the last three columns are the corresponding imaginary parts (as before, due to the Hamiltonian structure of the problem, it is possible to scale the columns of $R$ such that $R$ becomes symplectic, $R^tJR = J$,
and then the computation of $R^{-1}$ becomes trivial). Then, it can be checked that
the matrix $A = R^{-1}BR$ takes the form

$$
A = \begin{pmatrix}
0 & 0 & 0 & \omega_1 & 0 & 0 \\
0 & 0 & 0 & 0 & \omega_2 & 0 \\
0 & 0 & 0 & 0 & 0 & \omega_3 \\
-\omega_1 & 0 & 0 & 0 & 0 & 0 \\
0 & -\omega_2 & 0 & 0 & 0 & 0 \\
0 & 0 & -\omega_3 & 0 & 0 & 0
\end{pmatrix}.
$$

Finally, it is not difficult to see that the solution of the initial value problem,
$$
\dot{P}(t) = Q(t)P(t) - P(t)A, \quad P(0) = R,
$$
is a $T$-periodic matrix that reduces (3) to

$$
\dot{v} = Av.
$$

Finally, to ensure that the transformation is canonical, we only need to check that
$P(t)$ is a symplectic matrix. This can be proved analytically (see [24]) but here, to
also check the correctness of the software, we have tested numerically this condition
for a mesh of values of $t$, with good agreement.

We also want to note that the selection of sign for the $\omega_j$ plays an essential role
in the canonical character of the transformation. For instance, changing the sign
of one of the $\omega_j$ when computing the logarithm of the monodromy matrix would
end up in a non-symplectic matrix $P(t)$. If the reader is not familiar with these
properties, we recommend the papers [19], [48] or [27] for a similar discussion for
an autonomous system (as the Hamiltonian considered in these papers is simpler
and the calculations can be carried out by hand, the discussion is probably much
clearer).

Implementing this (time depending) change of variables, the second degree terms
of the Hamiltonian become:

$$
H_2 = \frac{1}{2} \omega_1 (x_1^2 + y_1^2) + \frac{1}{2} \omega_2 (x_2^2 + y_2^2) + \frac{1}{2} \omega_3 (x_3^2 + y_3^2),
$$

(4)

where the frequencies are $\omega_1 = -0.08047340341466$, $\omega_2 = 0.9966868782956$ and
$\omega_3 = 1.00006744139040$. Due to the different signs for the values of the $\omega_j$, the
Hessian of $H_2$ is not positive definite. Hence, we cannot use the Lagrange-Dirichlet
theorem to derive the nonlinear stability of the periodic orbit that replaces $L_5$.

4.2.2. Complexification. To simplify the subsequent steps in the normalizing pro-
cess, it is very convenient to bring (4) into diagonal form. This can be achieved by
means of a complexifying change of variables,

$$
x_j = \frac{q_j + ip_j}{\sqrt{2}}, \quad y_j = \frac{iq_j + p_j}{\sqrt{2}}, \quad j = 1, 2, 3.
$$

(5)

It is trivial to check that this defines a symplectic transformation that casts (4)
into the form:

$$
H_2 = i\omega_1 q_1 p_1 + i\omega_2 q_2 p_2 + i\omega_3 q_3 p_3.
$$

(6)

This complexification is composed with the above-defined real matrix $P(t)$, to pro-
duce a (now complex) transformation, $P_c(t)$, that puts the second degree terms
of the Hamiltonian into the form (6).
4.3. Expansion of the Hamiltonian. We need to produce a power expansion of the Hamiltonian (2), in the complex coordinates described before,

$$H = \sum_{n=2}^{N} H_n(q,p,\theta) + R_{N+1}(q,p,\theta),$$

where $H_n$, $n \geq 2$, denotes an homogeneous polynomial of degree $n$ in the variables $q$ and $p$, and $H_2$ is (6). To describe how to produce such expansion, we focus first on the terms

$$\frac{1}{s_l} = \frac{1}{\sqrt{(x - x_l(\theta))^2 + (y - y_l(\theta))^2 + z^2}}, \quad (7)$$

where $l$ stands for $S$ (the Sun), $J$ (Jupiter) or $sat$ (Saturn). If we write

$$\frac{1}{s_l} = \sum_{n \geq 0} A^l_n(x,y,z),$$

where $A^l_n$ denotes an homogeneous polynomial of degree $n$ whose coefficients are $2\pi$ periodic functions of $\theta$. The expressions $A^l_n$ can be easily written in terms of the Legendre polynomials, as it is explained in [27] (see also [30]). Then, the recurrence of the Legendre polynomials allows to prove that

$$A^l_{n+1} = \frac{1}{x^l_l(\theta) + y^l_l(\theta)} \left[ \frac{2n+1}{n+1} (x_l(\theta)x + y_l(\theta)y)A^l_n - \frac{n}{n+1} (x^2 + y^2 + z^2)A^l_{n-1} \right],$$

for $n \geq 1$. The recurrence can be started using the values

$$A^l_0 = \frac{1}{\sqrt{x^2_l(\theta) + y^2_l(\theta)}}, \quad A^l_1 = \frac{x_l(\theta)x + y_l(\theta)y}{(x^2_l(\theta) + y^2_l(\theta))^{3/2}}.$$

As the derivation of these formulas is a straightforward modification of the autonomous case (explained in [27]), we are convinced that the interested reader will not have any difficulty in proving them.

Now, the process to obtain the desired expansion for the Hamiltonian is the following. We first apply the translation that puts the periodic orbit that replaces $L_5$ at the origin. For simplicity, we call again to the new coordinates $x$, $y$, and $z$. After this translation, the terms $\frac{1}{s_l}$ still have the form (7). Next, we substitute the values of the variables $x$, $y$, and $z$ in the $A^l_n$, $n \geq 0$, by their expressions in terms of the variables $q$ and $p$ used in (6) –these expressions are given by the Floquet transformation $P_c(t)$ obtained before. Then, we use the recurrence for the $A^l_n$ up to a given degree $n = N$. In this way, we produce the expansion for the terms $\frac{1}{s_l}$ directly in the coordinates $q$, $p$ (note that expanding first in the $(x, y, z)$ coordinates and then substituting the Floquet transformation in this expansion requires much more work). Once the expansions for the three terms $\frac{1}{s_l}$ ($l = S, J, sat$) are obtained, we only need to insert these transformations in the remaining terms of (2). Due to the simplicity of these terms –they are all of second degree–, this insertion is done directly. Finally, once all these operations have been finished, we can check that we have obtained a power expansion, with periodic time-dependent coefficients, starting at degree two, in coordinates such that the second degree terms have the diagonal form (6).
4.4. **Bounds on the expansion.** Here we will include two lemmas that will be used later to estimate the size of the truncated terms in the expansion. To simplify the notation, we will denote by $m_i$ the masses of the three bodies: $m_S = 1 - \mu$ (Sun), $m_J = \mu$ (Jupiter), and $m_{sat}$ (Saturn).

4.4.1. **Norms.** Let $f_n(u, v, \theta)$ be an homogeneous polynomial of degree $n$ in the variables $(u, v) = (u_1, u_2, u_3, v_1, v_2, v_3)$, with periodic time-dependent coefficients,

$$f_n(u, v, \theta) = \sum_{|k|=n} \sum_{j \in \mathbb{Z}} f_{n,j}^k e^{i j \theta} u^k v^l,$$

where $k = (k^1, k^2) \in \mathbb{Z}^3 \times \mathbb{Z}^3$, $f_{n,j}^k \in \mathbb{C}$, and $k^1 = (k_1, k_2, k_3)$ and $k^2 = (k_4, k_5, k_6)$, we denote $|k| = |k_1| + \cdots + |k_6|$.

For further use, we define the norms

$$||f_n|| = \sum_{|k|=n} \sum_{j \in \mathbb{Z}} |f_{n,j}^k|,$$

$$||f_n||_\rho = \sup_{(u, v, \theta)} |f_n(u, v, \theta)|,$$

where $B_\rho$ denotes the ball of radius $\rho$ with respect to the Euclidean metric centred at the origin.

4.4.2. **Lemmas.** The following lemmas are slight modifications of lemmas contained in [10] (see also [19]), in order to include the periodic time dependence.

**Lemma 4.1.** Assume that

$$||a_0|| \sum_i m_i |A_{n-1}^i| \leq S_{n-1},$$

$$||a_0|| \sum_i m_i |A_n^i| \leq S_n,$$

for some $n \geq 2$ and positive constants $S_{n-1}$ and $S_n$. Then, for $k > n$ one has $||H_k|| \leq S_k$, where $\{S_k\}_{k>n}$ is a sequence of positive numbers recursively defined by

$$S_{k+1} = c_1 \left( \frac{2k+1}{k+1} c_2 S_k + \frac{k}{k+1} c_3 S_{k-1} \right), \quad k \geq n,$$

where

$$c_1 = \max_i c_i^1 \quad \text{where} \quad c_i^1 = \left\| \frac{1}{x_i^2(\theta) + y_i^2(\theta)} \right\|,$$

$$c_2 = \max_i c_i^2 \quad \text{where} \quad c_i^2 = \|x_i(\theta)x + y_i(\theta)y\|,$$

$$c_3 = \|x^2 + y^2 + z^2\|,$$

where $x$, $y$ and $z$ are linear functions of $q$ and $p$ with coefficients that depend periodically on time, and the norms have been taken with respect to the variables $p$ and $q$.

**Proof.** For all $n \geq 2$ one has $H_{n+1} = -a_0(\theta) \sum_i m_i A_{n+1}^i$, where

$$A_{n+1}^i = \frac{1}{x_i^2(\theta) + y_i^2(\theta)} \left( \frac{2n+1}{n+1} (x_i(\theta)x + y_i(\theta)y)A_n^i - \frac{n}{n+1} (x^2 + y^2 + z^2)A_{n-1}^i \right).$$

If we take norms,

$$\|A_{n+1}^i\| \leq \|A^i_n\| \frac{2n+1}{n+1} c_2 \|A_n^i\| + \frac{n}{n+1} c_3 \|A_{n-1}^i\|.$$
Thus,
\[ \|H_{n+1}\| \leq \|\alpha_6\| \sum_l m_l \|A_{n+1}^l\| \leq c_1 \left( \frac{2n+1}{n+1} c_2 S_n + \frac{n}{n+1} c_3 S_{n-1} \right) = S_{n+1}. \]

**Lemma 4.2.** Let us suppose that
\[ \|\alpha_6\| \sum_l m_l \|A_{n}^l\| \leq S_{n-1}, \]
\[ \|\alpha_6\| \sum_l m_l \|A_{n}^l\| \leq S_n, \]
for any \( n \geq 2 \) and positive constants \( S_{n-1} \) and \( S_n \). Then, for \( k > n \), one has \( \|H_k\| \leq h^{k-n+1} E \), with
\[ E = S_{n-1}, \]
\[ h = \max \left( \frac{S_n}{S_{n-1}}, c_1 c_2 + \sqrt{c_1^2 c_2^2 + c_1 c_3} \right), \]
where \( c_1, c_2 \) and \( c_3 \) are defined in Lemma 4.1.

**Proof.** We use induction. If \( k = n - 1 \), then \( \|H_{n-1}\| \leq S_{n-1} = E \). If \( k = n \), it follows that \( \|H_n\| \leq S_n = hE \) and, hence,
\[ h \geq \frac{S_n}{S_{n-1}}. \] (8)

For the case \( k > n \), we assume that the result is true for \( k \) and we will show that it also holds for \( k + 1 \).

\[ S_{k+1} = c_1 \left( \frac{2k+1}{k+1} c_2 S_k + \frac{k}{k+1} c_3 S_{k-1} \right) \leq c_1 \left( \frac{2k+1}{k+1} c_2 h^{k-n+1} E + \frac{k}{k+1} c_3 h^{k-n} E \right). \]

Imposing the right part of the inequality to be smaller than \( h^{k-n+2} E \) we obtain
\[ \frac{2k+1}{k+1} c_1 c_2 h + \frac{k}{k+1} c_1 c_3 \leq h^2. \] (9)

Both inequalities (8) and (9) are satisfied by \( h \). \( \square \)

5. **Truncated normal form.** Here we will compute a high order normal form for the expansion of the Hamiltonian obtained in the previous section. This initial expansion is already a normal form of degree 2, so here we will directly focus on the explicit computation to higher orders, as well as on obtaining explicit expansions for the change of variables.

5.1. **Normal form of order higher than 2.** For the computation of the normal form, we use the Lie series method as described in [27] –to avoid using the Lie triangle–, but with the modifications introduced in [24] (see also [30, 49]) to deal with the periodic time-dependence. The purpose of the normalizing transformation is to suppress the maximum number of terms in the Hamiltonian.
Let us start by describing a general step of the normalizing process. Suppose that the Hamiltonian is already in normal form up to degree \( r - 1 \):

\[
H = \omega_{\text{sat}} p_\theta + H_2(q, p) + \sum_{j=3}^{r-1} H_j(q, p) + H_r(q, p, \theta) + H_{r+1}(q, p, \theta) + \cdots
\]

where \( H_r(q, p, \theta) = \sum_{|k|=r} h_r^k(\theta) q^{k_1} p^{k_2}, h_r^k(\theta) = \sum_j h_{r,j}^k e^{ij\theta} \) and \( k = (k_1, k_2) \in \mathbb{Z}^3 \times \mathbb{Z}^3 \) is a multi-index.

We want to make a change of variables that removes the \( \theta \)-dependence in \( H_r \) and suppress the maximum number of monomials of \( H_r \). Let us call \( G_r \) the generating function of the canonical transformation we are looking for,

\[
G_r = G_r(q, p, \theta) = \sum_{|k|=r} g_r^k(\theta) q^{k_1} p^{k_2}, \quad g_r^k(\theta) = \sum_j g_{r,j}^k e^{ij\theta}. \tag{10}
\]

If we apply the transformation defined by the time 1 flow of the Hamiltonian \( G_r \) (for more details, see the Appendix A of [27]), we easily see that the terms of degree \( r \) of the transformed Hamiltonian, \( H'_r \), are given by

\[
H'_r = H_r + \{\omega_{\text{sat}} p_\theta, G_r\} + \{H_2, G_r\} \equiv H_r + \omega_{\text{sat}} \frac{\partial G_r}{\partial \theta} + \{H_2, G_r\}.
\]

We select the Fourier coefficients \( g_{r,j} \) of (10) such that \( H'_r \) has the simplest possible form:

\[
g_r^k(\theta) = \begin{cases} \frac{i h_{r,0}^k}{\langle \omega, k^2 - k^1 \rangle} + \sum_{j \neq 0} \frac{h_{r,j}^k}{ij\omega_{\text{sat}} - i \langle \omega, k^2 - k^1 \rangle} e^{ij\theta} & \text{if } k^1 \neq k^2, \\ \sum_{j \neq 0} \frac{h_{r,j}^k}{ij\omega_{\text{sat}}} e^{ij\theta} & \text{if } k^1 = k^2. \end{cases}
\]

Of course, we are assuming that the frequencies \( \omega = (\omega_1, \omega_2, \omega_3) \) and \( \omega_{\text{sat}} \) satisfy a non-resonance condition, \( ij\omega_{\text{sat}} - i \langle \omega, k \rangle \neq 0, j \in \mathbb{Z}, k \in \mathbb{Z}^3 \). In fact, as we will only apply this process up to a finite order in the variables \((q, p)\), and the Fourier series are truncated to a finite order, this condition is only needed up to suitable values of \(|j|\) and \( k \). In fact, it is automatically checked before computing the function \( G_r \), for each \( r \). In our case, this non-resonance condition is satisfied up to the orders we have worked with.

The \( H'_r \) obtained with such a \( G_r \) does not depend on time, and it only depends on monomials of the form \( q^{k_1} p^{k_2} \), with \( k^1 = k^2 \). The new Hamiltonian obtained with this change of variables is

\[
H = H + \{H, G_r\} + \frac{1}{2!} \{\{H, G_r\}, G_r\} + \cdots,
\]

and satisfies that

\[
H' = \omega_{\text{sat}} p_\theta + H_2(q, p) + \sum_{j=3}^{r-1} H_j(q, p) + H'_r(q, p) + H'_{r+1}(q, p, \theta) + \cdots,
\]

is in normal form up to degree \( r \). Hence, we can rename the Hamiltonian as \( H \), and repeat the same process as before and compute the normal form for the terms of degree \( r + 1 \).
Table 2. Coefficients of the normal form, up to degree 3 in the actions. The first three columns contain the exponents of the actions, and the fourth and fifth columns are the real and imaginary part of the coefficients. Imaginary parts must be zero, but they are not due to the roundoff errors of the floating point arithmetic.

After performing all these changes up to a suitable degree \( n = N \), the Hamiltonian takes the form

\[
H = \mathcal{N}(q_1, p_1, q_2, p_2, q_3, p_3) + \mathcal{R}(q_1, q_2, q_3, p_1, p_2, p_3, \theta),
\]

where \( \mathcal{N} \) denotes the normal form (that only depends on the products \( q_j p_j \)) and \( \mathcal{R} \) is the remainder. Finally, we will write the normal form \( \mathcal{N} \) again in real action-angle coordinates. This can be easily achieved by using the (canonical) transformation,

\[
q_j = I_j^{1/2} \exp(i\varphi_j), \quad p_j = -iI_j^{1/2} \exp(-i\varphi_j), \quad j = 1, 2, 3.
\]

It is not difficult to see that \( \mathcal{N} \), in these coordinates, does not depend on the angles \( \varphi_j \) but only on the actions \( I_j \),

\[
\mathcal{N} = \sum_{|k| = 1}^{[N/2]} h_k I_1^{k_1} I_2^{k_2} I_3^{k_3}, \quad k \in \mathbb{Z}^3, \quad h_k \in \mathbb{R}.
\]

Values for the coefficients \( h_k \) can be found in Table 2.

Later, we will also use this normalized Hamiltonian in the real coordinates \((x, y)\), defined as

\[
I_j = \frac{1}{2}(x_j^2 + y_j^2), \quad j = 1, 2, 3.
\]

These coordinates can also be defined from the coordinates \((q, p)\) of (11) by

\[
q_j = \frac{x_j - iy_j}{\sqrt{2}}, \quad p_j = \frac{-ix_j + y_j}{\sqrt{2}}, \quad j = 1, 2, 3.
\]

Note that this is the inverse of (5).
5.2. Changes of variables. With a similar process based on the use of Lie series, we have also computed explicit expressions for the transformation from the initial variables of (6) to the final variables (see [24, 27] for more details). This change of variables is also a truncated power series up to degree $N$, that will be used in the forthcoming sections to send information from the normal form coordinates to the initial ones.

5.3. Invariant tori. In the previous sections we have obtained a change of variables that brings the initial Hamiltonian (2) into the form $H = N + R$, where $N$ is an autonomous, integrable Hamiltonian system, and $R$ is a remainder of order 17 with respect to the distance to the periodic orbit. Hence, we can neglect the term $R$ and take $N$ as a good approximation for the dynamics, at least near the periodic orbit.

The dynamics of the integrable normal form $N$ is very simple: as $N$ only depends on the action coordinates, the equations of motion are

$$\dot{I} = -\nabla_\varphi N(I) \equiv 0, \quad \dot{\varphi} = \nabla_I N(I) \equiv \Omega(I), \quad I \in \mathbb{R}^3, \quad \varphi \in \mathbb{T}^3. $$

These equation can be easily integrated:

$$I = I_0, \quad \varphi = \Omega(I_0)t + \varphi_0, $$

Therefore, the phase space is completely foliated by a 3-parametric family of invariant tori ($I_0$ is the parameter) and, on each torus $I = I_0$, there is a linear flow with frequency $\Omega(I_0)$. If the frequencies (i.e., the components of the vector $\Omega(I_0)$) are linearly independent over the rationals then the torus $I = I_0$ is filled densely by any trajectory starting on it. If the frequencies are linearly dependent over the rationals, then the orbits on this torus are not dense: if there are $\ell_i$ independent frequencies, the torus $I = I_0$ contains a $(3 - \ell_i)$-parametric family of $\ell_i$ dimensional tori, being each one densely filled by any trajectory starting on it. These tori of dimension $\ell_i$ are known as lower dimensional tori, while the tori of dimension 3 are called maximal dimensional ones.

The effect of the remainder $R$ on these tori is studied by the KAM theory. Essentially, the KAM theorem ensures that the tori whose frequencies satisfy a suitable Diophantine condition of the kind,

$$\langle k, \Omega(I_0) \rangle \geq \frac{c}{|k|^r}, $$

are not destroyed by the perturbation, but only slightly deformed. Under generic conditions, it can be proved that the measure of the tori not preserved by the effect of the remainder is bounded by an exponentially small quantity with respect to the periodic orbit ([33, 32, 35]). This implies that, from a practical point of view, the phase space of the complete system $N + R$ seems, near the origin, foliated by invariant tori, since the measure of the set of non quasi-periodic motions is too small to be seen with the standard floating point arithmetic of the computer.

Let us now consider the frequency map of the normal form,

$$\Omega : B \subset \mathbb{R}^3 \rightarrow \mathbb{R}^3,$$

where $\Omega \equiv \nabla_I N$, and $B$ is an open neighbourhood of the origin such that the remainder $R$ is sufficiently small or, in other words, such that the normal form provides a sufficiently good approximation to the dynamics (later, in Section 5.4, we will discuss how to estimate such a domain). The vector $\Omega(0)$ is the vector of normal frequencies of the periodic orbit (the values $(\omega_1, \omega_2, \omega_3)$ obtained in Section 4.2).
Consider the line $I_{\lambda} = (\lambda, 0, 0)$, $|\lambda| \leq \lambda_0$, and the values $\Omega(I_{\lambda})$. For any value of $\lambda$, the corresponding trajectory in (14) is sent by (12) into a periodic orbit in the $(q, p)$ coordinates; the frequency of this orbit is $\Omega_1(I_{\lambda})$, and the normal frequencies are $\Omega_2(I_{\lambda})$ and $\Omega_3(I_{\lambda})$. Similar families can be obtained using $I_{\lambda} = (0, \lambda, 0)$ and $I_{\lambda} = (0, 0, \lambda)$. These families of periodic orbits can be seen as the Lyapunov families of periodic orbits around the origin of the normal form. When these families are sent (through the changes we have computed before) to the coordinates of the BCCP Hamiltonian (2), they “gain” the frequency of the periodic orbit and become quasi-periodic orbits –with two basic frequencies– near the periodic orbit replacing $L_5$. Of course, this does not prove the existence of these families of quasi-periodic solutions around the periodic orbit because, during the computations, we have neglected the remainders. The proof of persistence requires a KAM theorem adapted to the lower-dimensional case, see [33].

We can also consider two-parametric families $I_{\lambda_1, \lambda_2} = (\lambda_1, \lambda_2, 0)$. This will produce a two-parametric family of two-dimensional tori on the normal form, with frequencies $\Omega_1(I_{\lambda_1, \lambda_2})$ and $\Omega_2(I_{\lambda_1, \lambda_2})$, and normal frequency $\Omega_3(I_{\lambda_1, \lambda_2})$. This family gives rise, in the initial BCCP coordinates, to a two-parametric family of quasi-periodic orbits with three basic frequencies. Finally, we can use three non-zero parameters $\lambda_{1,2,3}$ to obtain three dimensional tori in the normal form, that correspond to four dimensional tori for the BCCP problem. Therefore, the normal form gives a complete description of the kind of quasi-periodic orbits we can find near the periodic orbit replacing $L_5$.

Finally, we will use this normal form to compute some quasi-periodic motions near the periodic orbit. The process will be as follows. First, we will select a value $I_0 \in \mathbb{R}^3$ –later we will discuss this selection with more detail– and we will compute the vector $\Omega(I_0) = \nabla_I \mathcal{N}(I_0)$ (we recall that $\mathcal{N}$ is a polynomial in $I$). Given a phase $\phi_0$ (for these examples, we have simply taken $\phi_0 = 0$), it is then not difficult to use (15) to tabulate points of the corresponding trajectory on the torus $I = I_0$. Finally, using the changes of variables, we can send these points to the initial (synodical) coordinates of the BCCP model.

Figures 10, 11 and 12 are examples of these computations. More concretely, Figure 10 displays two different projections of a two dimensional torus of the vertical family –the family that “grows” in the $(z, p_z)$ direction–. Figure 11 are projections of two different two dimensional tori contained in the $z = p_z = 0$ plane. Finally, Figure 12 displays the projections of a three and a fourth dimensional torus. All these graphics have been obtained computing 10,000 points, with a time step of 0.1 units. See the captions for more details.

We also note that, in this way, it is possible to compute quasi-periodic orbits with prescribed set of frequencies $\Omega_0$, provided that $\Omega_0$ belongs to the domain $B$ where the normal form is accurate.

5.4. A lower bound on the diffusion time. As it has been explained in the previous section, the dynamics described by the normal form is quasi-periodic. This means that, for the normal form, the origin is Lyapunov stable. Of course, this picture can be changed by the effect of the remainder $\mathcal{R}$. For this reason, in this section we will focus on the determination of a region $B$ in the actions space, such that any trajectory starting inside $B$ remains near $B$ for a time of the order of the age of the Solar system. The method to compute such a region is based on bounding the remainder $\mathcal{R}$, and it is based on the procedures used in [19], [48] and [30].
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Figure 10. Projection on the \((x, y)\) (left) and on the \((z, p_z)\) (right) planes of an elliptic two-dimensional invariant torus of the vertical family near the periodic orbit that replaces \(L_5\). The intrinsic frequencies are \(\omega_{\text{sat}}\) and \(\omega_3 = 1.000064737\). The normal ones are \(\omega_1 = 0.08025736934\) and \(\omega_2 = 0.9967131749\).
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Figure 11. Projections on the \((x, y)\) plane of two tori, belonging to the two planar two-dimensional invariant tori families near the periodic orbit that replaces \(L_5\). The intrinsic frequencies of the left figure one are \(\omega_{\text{sat}}\), \(\omega_1 = -0.08042851476\) and the normal ones are \(\omega_2 = 0.9966806656\), \(\omega_3 = 1.000069607\). For the right figure one the intrinsic frequencies are \(\omega_{\text{sat}}\), \(\omega_2 = 0.9966912842\) and the normal ones \(\omega_1 = -0.08053537024\), \(\omega_3 = 1.000070082\).

5.4.1. Norms. We will use the norms defined in Section 4.4.1. Here, the sup norm \(\|\cdot\|_\rho\) will be always taken for real values of the variables. If \(f_n(x, y, \theta)\) and \(g_m(x, y, \theta)\) denote homogeneous polynomial of degrees \(n\) and \(m\), we have that

\[
\|\{f_{n_1}, g_{n_2}\}\| \leq n_1 n_2 \|f_{n_1}\| \|g_{n_2}\|,
\]

\[
\|f_n\|_\rho \leq \rho^n \|f_n\|.
\]

The proof is a straightforward generalisation of the autonomous case ([18]).

5.4.2. Bounding the effect of the remainder. Let us consider a trajectory \((x(t), y(t))\) for the Hamiltonian (11) in the coordinates \((x, y)\) defined by (13). We define the quantity \(\rho(t)\) as the distance of the trajectory to the origin,

\[
\rho(t)^2 = \sum_{j=1}^3 (x_j(t)^2 + y_j(t)^2).
\]
Figure 12. Left: Projection on the $(x,y)$ plane of an elliptic three-dimensional invariant torus of the vertical family near the periodic orbit that replaces $L_5$. The intrinsic frequencies are $\omega_{sat}$, $\omega_2 = 0.9966904013$ and $\omega_3 = 1.000068625$. The normal one is $\omega_1 = -0.08049355163$. Right: Projection on the $(x,y)$ plane of an elliptic fourth-dimensional invariant torus of the vertical family near the periodic orbit that replaces $L_5$. The frequencies are $\omega_{sat}$, $\omega_1 = -0.08045369737$, $\omega_2 = 0.9966878607$ and $\omega_3 = 1.000068109$.

As $I_j(t) = \frac{1}{2}(x_j(t)^2 + y_j(t)^2)$, $j = 1, 2, 3$, we have that

$$\frac{1}{2}\rho(t)^2 = \sum_{j=1}^{3} I_j(t).$$

Then,

$$\rho\dot{\rho} = \sum_{j=1}^{3} \dot{I}_j = \sum_{j=1}^{3} \{I_j, H\} = \sum_{j=1}^{3} \{I_j, R\},$$

where we have used that $H = N + R$, and that $N$ only depends on the actions $I_j$.

To continue with this process, we will make use of the following estimation.

Lemma 5.1. Let $f_n(x,y,\theta)$ be an homogeneous polynomial of degree $n$ in $(x,y)$ coordinates with time dependent coefficients and $I_j = \frac{1}{2}(x_j^2 + y_j^2)$ with $j = 1, 2, 3$. Then,

$$\left\| \left\{ \sum_{j=1}^{3} I_j, f_n \right\} \right\| \leq n\|f_n\|.$$

Proof. It is based on Lemma A.3 in [18]. As we have

$$\left\{ \sum_{j=1}^{3} I_j, f_n \right\} = \sum_{|k_1|+|k_2|=n} \left( \sum_{j=1}^{3} (k_j^x x_j - k_j^y y_j) \right) \left( \sum_{l} f_{n,l}(\theta) \right) x^{k_1} y^{k_2},$$

taking bounds, we obtain

$$\left\| \left\{ \sum_{j=1}^{3} I_j, f_n \right\} \right\| \leq \sum_{|k_1|+|k_2|=n} \left( \sum_{j=1}^{3} (k_1^x + k_2^x) \right) \left( \sum_{l} |f_{n,l}(\theta)| \right)$$

$$= n \sum_{|k_1|+|k_2|=n} \sum_{l} |f_{n,l}(\theta)|.$$
Now we can continue from formula (16). If we write $\mathcal{R} = \sum_{k>N} R_k$ ($R_k$ denotes an homogeneous polynomial of degree $k$), we can take absolute values in both sides of (16) and, using the bound in Lemma 5.1 we have that (16) becomes

$$|\dot{\rho}| \leq \sum_{k>N} k\|R_k\|\rho^{k-1}.$$ 

Now we define the function

$$z(\rho) = \sum_{k>N} k\|R_k\|\rho^{k-1},$$

and, therefore, to estimate the diffusion speed (given by $\dot{\rho}$) we need to produce bounds on this function. Of course, the main problem is that, in the normal form process, we have not obtained the terms $R_k$ for $k > N$. As we cannot compute those terms for all $k > N$, we will try to derive bounds on them. So, we start by computing the norms of the initial expanded Hamiltonian up to degree $N$ and, with the recurrence given in Lemma 4.1, we compute explicit bounds on the terms of the Hamiltonian up to a given degree $\hat{N}$. Then, we transform (numerically) these norms using the sequence of changes given by the generating functions used to put the Hamiltonian in normal form up to degree $N$. For example, in step $r$ ($r = 3, \ldots, N$) we have the exact norms of the terms 2 to $N$ of the Hamiltonian in normal form up to degree $r - 1$ and a bound on the norms of the terms $N + 1$ to $\hat{N}$ of the same Hamiltonian. To obtain bounds of the norms of the Hamiltonian in normal form up to degree $r$, we use the same process as described in Section 5.1, but only using norms in the formulas:

$$\|\tilde{H}_k\| \leq \|H_k\| + \|\{H_{k-r+2}, G_r\}\| + \frac{1}{2!}\|\{H_{k-2(r-2)}, G_r\}, G_r\| + \cdots$$

$$\leq \|H_k\| + (k - r + 2)r\|H_{k-r+2}\|\|G_r\|$$

$$+ \frac{1}{2!}(k - 2(r - 2))(k - r + 2)r^2\|H_{k-2(r-2)}\|\|G_r\|^2 + \cdots,$$

for $N < k \leq \hat{N}$. After the last step ($r = N$), we have obtained an array of bounds of the norms of the terms from degree $N + 1$ to $\hat{N}$ of the Hamiltonian in normal form up to degree $N$. These are the bounds we were looking for.

Then, we can approximate the function $z(\rho)$:

$$z(\rho) \approx \sum_{k=N+1}^{\hat{N}} k\|R_k\|\rho^{k-1}.$$ 

Note that, if $\hat{N}$ is sufficiently large, the effect of the remainder $\sum_{k>\hat{N}} k\|R_k\|\rho^{k-1}$ can be neglected. For the final calculations, in this paper we have used the values $N = 16$ and $\hat{N} = 99$.

5.4.3. Region of effective stability. Assume that we select an initial condition inside a ball $B_{\rho_0}$ and that we want the orbit to remain inside $B_{\rho}$ ($\rho > \rho_0$) during a time span of length $T$. Then, the values $\rho_0$, $\rho$ and $T$ satisfy

$$T = \int_{\rho_0}^{\rho} \frac{du}{z(u)}.$$

(17)

So, if we write $\rho = \sigma\rho_0$ and we select a value $\sigma > 1$, equation (17) defines a function $T = T(\rho_0)$. This function can be tabulated numerically, and it is plotted.
in Figure 13. In this paper, we have used the value $\sigma = 2.1861$. This value of $\sigma$ is chosen to compare these results with the ones obtained using a first integral. See Section 6.3.2 for more details.

Then, if we choose $T = T_S \equiv 3 \times 10^9$ as an estimation of the age of the Solar system (we recall that $2\pi$ is the period of the orbit of Jupiter), we can easily find the initial radius $\rho_0$ for which any orbit starting in the ball $B_{\rho_0}$ lies inside the ball $B_{\sigma \rho_0}$ for this time span $T_S$. The result obtained here is $\rho_0 = 9.3539 \times 10^{-5}$.

5.4.4. Going back to synodical coordinates. The last step is to send this ball to the initial coordinates of the BCCP. We first note that, due to the time dependence, the resulting stability region moves around the periodic orbit substituting $L_5$. Here, in order to compare the results obtained with the normal form, first integrals and direct numerical simulation, we will use the following scheme:

a) Compute a 2-D mesh of points, in the synodical BCCP coordinates $x$ and $y$, around the position of the periodic orbit for $t = 0$.

b) Each point $(x, y)$ of this mesh is completed to a 6-D point by adding the $z$, $p_x$, $p_y$ and $p_z$ coordinates of the periodic orbit for $t = 0$.

c) These points are sent to the real normal form coordinates, so we can test whether the point is inside the ball $B_{\rho_0}$ or not.

d) The initial $(x, y)$ coordinates of the points that are mapped into $B_{\rho_0}$ are plotted.

The result of this procedure is shown in Figure 14 where each point of d) has been marked with a black dot. More comments in Section 7.

6. Approximate first integrals. This section is devoted to the computation of an approximate first integral for the BCCP Hamiltonian (2). Then, we will use this approximate first integral for computing a region of effective stability around the periodic orbit replacing $L_5$. This process is based on the methods used in [18, 10], with the necessary modifications to include the periodic time-dependence of the Hamiltonian. This is an alternative procedure to the normal form computations for estimating regions of effective stability.
6.1. **Numerical computation.** We start with the Hamiltonian expanded in complex coordinates, as it has been explained in Section 4,

\[ H(q, p, \theta, p_{\theta}) = \omega_{\text{sat}} p_{\theta} + H_2(q, p) + \sum_{n \geq 3} H_n(q, p, \theta), \]

where \( H_2 \) is in the diagonal form (6), and \( H_n \) are homogeneous polynomials of degree \( n \). As before, we have introduced \( p_{\theta} \) as the conjugate variable of \( \theta \), so the Hamiltonian is now autonomous. We look for an approximate first integral as a truncated Taylor-Fourier expansion,

\[ F(q, p, \theta) = \sum_{n=2}^{N} F_n(q, p, \theta), \]

where, as usual, \( F_n \) stands for an homogeneous polynomial of degree \( n \) in the variables \((q, p)\), with coefficients that are (truncated) Fourier series in the angle \( \theta \). Note that \( F \) does not depend on \( p_{\theta} \); the reasons for this selection will be clear later on.

It is known that, if \( F \) is a first integral for the flow of the Hamiltonian \( H \), then \( \{H, F\} = 0 \) (for a summary of basic properties of Hamiltonian systems, see Appendix A of [27]). This equation gives a recursive way of computing the coefficients of the expansion of \( F \): taking into account the form of \( H \), we have

\[ \{\omega_{\text{sat}} p_{\theta}, F\} + \{H_2, F\} = -\left\{ \sum_{n \geq 3} H_n, F \right\}. \quad (18) \]
Now we use the expansion for $F$, and we select

$$F_2 = i \sum_{j=1}^{3} q_j p_j.$$  \hspace{1cm} (19)

As $\{H_2, F_2\} = 0$, equation (18) reads “0=0” for $n = 2$. So, we will focus on the case $n > 2$. Assume now that we know the values $F_m$ for $2 \leq m < n$, and we want to compute $F_n$. From (18), we have

$$\sum_{n=3}^{N} -\omega_{sat} \frac{\partial F_n}{\partial \theta} + \sum_{n=3}^{N} \{H_2, F_n\} = - \sum_{n \geq 3} \sum_{j=3}^{n} \{H_j, F_{n-j+2}\}$$

In this equation, we select all the terms of degree $n$ to obtain

$$-i\omega_{sat} \sum_{|k|=n} \left( \sum_{j} f_{n,j}^{k} e^{ij\theta} \right) q^{k_1} p^{k_2} + \{H_2(q,p), F_n(q,p,\theta)\} = C_n(q,p,\theta),$$

where $f_{n,j}^{k}$ is the $j$-Fourier coefficient of $f_{j}^{k}(\theta)$, $F_n(q,p,\theta) = \sum_{|k|=n} f_{n}^{k}(\theta) q^{k_1} p^{k_2}$ and

$$C_n(q,p,\theta) = - \sum_{j=3}^{n} \{H_j(q,p,\theta), F_{n-j+2}(q,p,\theta)\}$$

Note that $C_n$ only depends on values of $F_m$ that are known. Hence, we can write it as

$$C_n(q,p,\theta) = \sum_{|k|=n} \left( \sum_{j} c_{n,j}^{k} e^{ij\theta} \right) q^{k_1} p^{k_2},$$

where the coefficients $c_{n,j}^{k}$ are known. Then, equation (20) can be easily solved to find $F_n$:

$$f_{n,j}^{k} = \frac{i c_{n,j}^{k}}{j \omega_{sat} - (k^2 - k_1^1, \omega)},$$  \hspace{1cm} (21)

Hence, we have derived a recurrent procedure to generate the formal expansion of the first integral. This process is very similar to the one used in [10], but with the necessary modifications to take into account the periodic time dependence.

The reason for selecting $F_2$ as (19) is that, in real coordinates, it corresponds to a positive definite quadratic form,

$$F_2 = \sum_{j=1}^{3} \frac{1}{2} (x_j^2 + y_j^2).$$  \hspace{1cm} (22)

We will show that, using this positive definite character of $F_2$ on a suitable domain, $F$ has a bounded drift for a time of $T_S = 3 \times 10^9$ and that, on the same domain, the level surfaces of $F$ still act as a barrier to the diffusion. Note that, in [10], the authors use three independent first integrals, corresponding to the selection

$$F_2^{(j)} = \frac{1}{2} (x_j^2 + y_j^2), \quad j = 1, 2, 3,$$

and they bound the drift of these three integrals. Hence, each integral is used to bound the diffusion in the corresponding direction $(x_j, y_j)$. Here, we use a single integral, that is a positive definite combination of these three. In this way, we only need to compute and control a single first integral. Finally, note that the integral
does not contain the variable $p_\theta$, so we do not obtain bounds on the diffusion of this variable. We note that $p_\theta$ has been introduced to autonomize the Hamiltonian, and has no physical meaning, so there is no need in bounding the drift of such variable. In fact, the diffusion in this variable can be seen as a diffusion respect to the initial phase taken for the angular variable $\theta$, which is irrelevant for our purposes.

As a side comment, we want to note that the formal existence of these integrals to all orders is not a trivial question. Looking at (21) it is clear that the following two conditions are required:

a) $\omega_{\text{sat}}$ and $\omega$ must satisfy that

$$j \omega_{\text{sat}} - \langle k, \omega \rangle \neq 0, \quad \forall j \in \mathbb{Z}, \quad \forall k \in \mathbb{Z}^3 \text{ such that } |j| + |k| \neq 0,$$

b) if $j = 0$ and $k^1 = k^2$, the value $c_{n,j}^k$ must vanish.

If $\omega_{\text{sat}}$ and $\omega$ are known, condition a) can be in principle verified. Condition b) is, however, much more involved. See [10] for a discussion.

6.2. Bounding the diffusion. We will start using the expansion of the Hamiltonian in complex coordinates obtained in 4. Thus, the Hamiltonian looks like:

$$H = \omega_{\text{sat}} p_\theta + \sum_{j=1}^{3} i \omega_j q_j p_j + \sum_{n \geq 3} H_n(q, p, \theta).$$

We will assume that we have computed a truncation $F$ (to degree $N$) of a formal first integral. Then, both this Hamiltonian and $F$ can be put again into real form using (13). Hence, they will have the form

$$H = \omega_{\text{sat}} p_\theta + \sum_{j=1}^{3} \frac{\omega_j}{2} (x_j^2 + y_j^2) + \sum_{n \geq 3} H_n(x, y, \theta),$$

$$F = \sum_{j=1}^{3} \frac{1}{2} (x_j^2 + y_j^2) + \sum_{n=3}^{N} F_n(x, y, \theta).$$

Note that the variation of the values of $F$ on a given trajectory of the Hamiltonian is not constant – $F$ is not an exact first integral–, and that this variation can be written as

$$\dot{F} = \{ F(q, p, \theta), H(q, p, \theta, p_\theta) \}.$$

From the equations in Section 6.1, it is easy to see that

$$\dot{F} = \sum_{n=N}^{N} \sum_{t=3}^{N} \{ F_t, H_{n-t+2} \} + \sum_{n=N}^{N} \{ F_n, H_n \}. \tag{23}$$

We will follow the same scheme as in [10]. So, we will use Lemmas in Section 4.4.2 to estimate the size of the terms in the Hamiltonian that have not been numerically computed. The idea is the following: we have computed $F$ (and the expansion of $H$) up to degree $N = 16$. Then, we will select a second degree $\tilde{N}$ (we have used $\tilde{N} = 99$) and we will use Lemma 4.1 to bound the norms of the expansion of the Hamiltonian from $n = N + 1$ to $n = \tilde{N}$. Finally, the terms of the Hamiltonian of degree $n > \tilde{N}$ will be bounded by means of Lemma 4.2. There are no reasons for the particular selection of $\tilde{N} = 99$; we could have chosen an even larger value, but the results do not change in a significant way. The results of applying this procedure to (23) are summarized in the following lemma.
Lemma 6.1. Let $N$ and $\hat{N}$ be integers such that $3 \leq N \leq \hat{N}$ and
\[
\|H_k\| \leq S_k \quad 3 \leq k \leq \hat{N},
\|H_k\| \leq h^{k-\hat{N}+1}E \quad k > \hat{N},
\|F_k\| \leq Q_k \quad 3 \leq k \leq N.
\]
Then, if $h\rho < 1$,
\[
\|\dot{F}\|_\rho \leq \mathcal{R}(\rho),
\]
where
\[
\mathcal{R}(\rho) = \sum_{j=1}^{N-2} (j+2)\rho^j Q_{j+2} \sum_{N-j\leq l \leq \hat{N}} l\rho^l S_l
+ \sum_{j=1}^{N-2} (j+2)\rho^j Q_{j+2} \frac{E h^{\hat{N}+1}(h\rho)^{\hat{N}+1} - \hat{N}(h\rho)^{\hat{N}+2}}{(1-h\rho)^2} +
+ \sum_{N<l \leq \hat{N}} l\rho^l S_l + \frac{E h^{\hat{N}+1}(h\rho)^{\hat{N}+1} - \hat{N}(h\rho)^{\hat{N}+2}}{(1-h\rho)^2}.
\]

Proof. See [10].

6.3. A lower bound on the diffusion time. Assume now that we have an initial condition $(x(0), y(0))$ inside the ball $B_{\rho_0}$. We are interested in values $\rho > \rho_0$ such that the orbit $(x(t), y(t))$ is contained in $B_\rho$ for all $t \in [0, T_S]$. A sufficient condition to achieve this is that
\[
|F_2(x(t), y(t)) - F_2(x(0), y(0))| \leq \frac{1}{2}(\rho^2 - \rho_0^2), \quad 0 \leq t \leq T_S,
\]
which $F_2$ is given by (22). Let us now define
\[
\Delta_N(\rho_0, \rho) = \frac{1}{2}(\rho^2 - \rho_0^2) - \sum_{j=3}^{N} \|F_j\|(\rho^j + \rho_0^j).
\]
It is easy to see that, if $\Delta_N(\rho_0, \rho) \geq 0$ and
\[
|F(x(t), y(t)) - F(x(0), y(0))| \leq \Delta_N(\rho_0, \rho),
\]
then, (24) holds. The function $\Delta_N(\rho_0, \rho)$ is used to bound the maximum variation of $F(x, y, \theta)$ on the interval of time $[0, T_S]$ because (24) is a sufficient condition for the trajectory to be inside the ball $B_\rho$. Note that, due to the particular form of $\Delta_N$, the values $\rho_0$ and $\rho$ have to be selected sufficiently small to achieve $\Delta_N(\rho_0, \rho) \geq 0$ but, on the other hand, we want $\Delta_N$ to be as large as possible, to allow a large variation of $F$ with a controlled variation of $\rho$. Hence, we will carefully select the values $\rho_0$ and $\rho$ to obtain the largest region of effective stability for time $T_S$.

So, if $\Delta_N(\rho_0, \rho) \geq 0$ (later we will study this condition in detail), we can bound the escape time as a function of the initial radius,
\[
T(\rho_0) = \sup_{\rho} \frac{\Delta_N(\rho_0, \rho)}{\mathcal{R}(\rho)}.
\]
6.3.1. Study of the condition \( \Delta_N(\rho_0, \rho) \geq 0 \). As we are interested in values \( \rho_0 \) for which \( T(\rho_0) \) is large (and positive), we will only focus on the study of values \( \rho \) and \( \rho_0 \) such that

\[
\Delta_N(\rho_0, \rho) = \frac{1}{2}(\rho^2 - \rho_0^2) - \sum_{j=3}^{N} \|F_j\|(\rho^j + \rho_0^j) \geq 0.
\]

If we fix \( \rho_0 \) and study \( \Delta_N \) as a function of \( \rho \), we observe that there is always a local minimum at \( \rho = 0 \), and a local maximum at \( \rho = \hat{\rho} \) such that

\[
\sum_{j=3}^{N} j\|F_j\|\hat{\rho}^{j-2} = 1.
\]

If we increase the value of \( \rho_0 \), there is only a change in the values of \( \Delta_N \) at the local extrema, but not in the points they are achieved. There is just a closed interval, in the positive part of the \( \rho \) axis, where the condition holds true (see Figure 15).

Increasing \( \rho_0 \), this interval shrinks to one point \( \hat{\rho} \). After that, for \( \rho_0 > \rho_0^{crit} \) where \( \rho_0^{crit} \) is such that \( \Delta_N(\rho_0^{crit}, \hat{\rho}) = 0 \), the condition is false.

6.3.2. Final results. In order to find the supremum in equation (25), we fix \( \rho_0 \) and we look for a zero of the equation

\[
\frac{\partial \Delta_N}{\partial \rho}(\rho_0, \rho)R(\rho) - \Delta_N(\rho_0, \rho)R'(\rho) = 0.
\]

We use a Newton method with \( \rho = \hat{\rho} \) as initial guess, and this allows to find the supremum in (25). Thus, we solve equation (25) for different \( \rho_0 \)’s and plot \( T \) versus \( \rho_0 \), see Figure 16.

Afterwards, using inverse interpolation we find the initial radius \( \rho_0 \) for which an orbit does not leave the ball \( B_\rho \) in a time span of length \( T_S = 3 \times 10^9 \). The result obtained here is \( \rho_0 = 1.9136 \times 10^{-4} \) and the maximal final radius is \( \rho = 4.1835 \times 10^{-4} \). We note that the value of \( \sigma \) used in Section 5.4.3 is precisely the ratio \( \rho/\rho_0 \).

We can proceed as in Section 5.4.3 and plot the region of effective stability around the periodic orbit of \( L_5 \) in the \((x, y)\)-plane of the RTBP space coordinates, see Figure 17.
Conclusions. In this paper we have developed a model for the motion of an asteroid under the gravitational attraction of Sun, Jupiter and Saturn. This model is based on computing, in suitable coordinates, a periodic orbit for these three bodies. Then, assuming that Sun, Jupiter and Saturn move on this orbit, it is not difficult to write the equations of motion for the asteroid: this is what we refer as BCCP. In suitable coordinates, the BCCP is a periodic time-dependent perturbation of the well known RTBP. In fact, the construction itself of the BCCP model is inspired in the construction of the RTBP model: while to construct the RTBP we use a circular periodic solution of the Sun-Jupiter system, for the BCCP we use a periodic, nearly circular, solution of the planar Sun-Jupiter-Saturn system.
Next, we perform a study of the dynamics around the triangular points. By means of a high order normal form calculation, it is possible to compute approximations to invariant tori (of dimensions 2, 3 and 4) nearby. Moreover, using suitable estimates on the remainder of this normal form, we can also derive a region such that the time needed to go away from it is bigger that the age of the Solar system. We have also used a second approach for the computation of these regions of effective stability: the computation of a suitable first integral. We have seen that the first integral produces a slightly larger region of stability but, on the other hand, it does not provide with a complete description of the dynamics inside this region as the normal form does. As we have used the same estimates for both approaches, it seems that first integrals are more suitable than normal forms for estimating practical stability regions, but normal forms give a complete description of the dynamics inside the region. If we compare the stability region here for $t = 0$ with previous results on the RTBP, we see that the region here (Figure 17) is smaller than that of the RTBP. This is an expected result since the BCCP is more complex and contains more resonances than the RTBP.

However, when we consider the time dependence, we have that the position in the physical space (by physical space we mean positions and velocities, without the time) of the region of effective stability depends (periodically) on time. Let us call $S(t) \subset \mathbb{R}^6$ to this region and, as the one obtained using the first integral is larger, we will focus on that one. Now, let us consider the region $S \subset \mathbb{R}^6$ of physical space “swept” by the regions $S(t)$, $S = \cup_t S(t)$. For instance, Figure 17 shows a section of $S(0)$, and Figure 18 shows a slice of $S$. If we denote by $R$ the region of effective stability for the RTBP obtained in [10] we have that this region does not cover the region $S$: if we look at Figure 18, $R$ is centred at the triangular point and $S$ is following the periodic orbit leaving $R$ in the middle. This means that the region $S$ that we have obtained, although is smaller, is not contained in $R$. Unfortunately,
there are no Trojan asteroids inside $S$, mainly due to the large component in the $z$ direction (we recall Figures 5, 6 and 7).

Hence, the derivation of a computer assisted proof for the stability of the Trojan asteroids needs a methodology able to deal with motions far from equilibrium. This was one of the main goals of [34] but the application of those techniques to the BCCP model looks very difficult. This is actually work in progress.
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