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In volume visualization, the voxel visibitity and materials are carried out through an interactive editing of Transfer Function.We present a two-
level GPU-based labeling method that computes in times of rendering a set of labeled structures using the Adaboost machine learning classifier. In
a pre-processing step, Adaboost trains a binary classifier from a pre-labeled dataset and, in each sample, takes into account a set of features. Then,
at the testing stage, each weak classifier is independently applied on the features of a set of unlabeled samples. We propose an alternative
representation of these classifiers that allow a GPU-based parallelizated testing stage embedded into the visualization pipeline.

2. GPU-based implementation
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3. Simulations and Results
Foot Thorax
0.1256s 0.1653s 1.9253s
Dataset Size Features Weak classifiers | Accuracy | Learning | Testing (GPU)
Foot 28x128x128 | Bones and Soft tissue I 99.95% 2.3s 0.0461s S S N atlah =T T oTT SoenCL
Foot | 128x128x128 Finger’s bone g 09.80% | 11.45s 0.1567s i - - P
Foot | 128x128x128 |  Ankle’s muscle 7 99.21% | 10.01s 0.1611s Foot | 128x128x128 | 18.32s | 9.63s 38 [.32s 0.125
Thorax | 400x400x400 | Vertebra and Column 3 99.01 3.2 0.7157s Hand | 244x124x257 | 67.29s 268 20s. | 2.86s 0.16s
Thorax | 400x400x400 |  Bone and lungs 30 84.15% | 33.14s 1.92533 Thorax | 400x400x400 | 114285 | 33.76s | 258 | 44ls | 190s
Thorax | 400x400x400 Bone and liver 30 78.28% 32.85 1.9154¢
Hand | 244x124x257 Bone | 100% 2.8 0.1653s

4. Conclusions and future work

- We presented an alternative approach in medical classification that allows a new representation of the Adaboost binary classifier.

- We also defined a new GPU-based parallelized Adaboost testing stage using a OpenCL implementation integrated to the rendering pipeline.

- We used state-of-the-art features for training and testing different datasets. The numerical experiments based on large available data sets and the performed
comparisons with CPU-implementations show promising results.
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