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Abstract. We propose an automatic system for user identification and
object recognition based on multi-modal RGB-Depth data analysis. We
model a RGBD environment learning a pixel-based background Gaus-
sian distribution. Then, user and object candidate regions are detected
and recognized online using robust statistical approaches over RGBD
descriptions. Finally, the system saves the historic of user-object assign-
ments, being specially useful for surveillance scenarios. The system has
been evaluated on a novel data set containing different indoor/outdoor
scenarios, objects, and users, showing accurate recognition and better
performance than standard state-of-the-art approaches.
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1 Introduction

In most monitoring surveillance scenarios a vast majority of video is perma-
nently lost without any useful processing being gained from it. Several auto-
matic approaches related to this topic has been published [1]. These works base
on Computer Vision techniques to examine the video streams to determine ac-
tivities, events, or behaviors that might be considered suspicious and provide an
appropriate response when such actions occur. The detection of motion in many
current tracking systems relies on the technique of background subtraction. The
ability to represent multiple modes for the background values allows some tech-
niques to model motion which is part of the background [2]. However, almost
none of the state-of-the-art methods can adapt to quick image variations such
as a light turning on or off.

Computer Vision techniques have been studied for decades in the surveillance
scenario, and although huge improvements have been performed, still it is dif-
ficult to robustly identify users and objects in visual data. Some works have
addressed the problem of developing complete vision systems for both object
recognition and tracking in order to obtain a rough scene understanding [3].
However, still occlusions and noise can generate false object appearance in the
scene.
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With the objective of improving the discriminability of relevant surveillance
events in the scenes, some authors use calibrated cameras which are synchronized
in order to obtain an approximation of the 3D representation of the scene. Al-
though this approach can be useful in some situations, it requires from a perfect
multi-camera synchronization, and a strategic location of each camera that could
not be feasible in most real environments. Recently, with the appearance of the
Depth maps introduced by the Kinect Microsoft device, a new source of infor-
mation has emerged. With the use of depth maps, 3D information of the scene
from a particular point of view is easily computed, and thus, working with con-
secutive frames, we obtain RGBDT information, from Red, Green, Blue, Depth,
and Time data, respectively. This motivates the use of multi-modal data fusion
strategies to benefit from the new data representation. In particular, Girshick
and Shotton et al. [4] present one of the greatest advances in the extraction of
the human body pose from depth images, that also forms the core of the Kinect
human recognition framework. Through this technology are emerging work on
reconstruction of dense surfaces and 3D object detection [5].

In this paper, we propose an automatic surveillance system for user identifica-
tion and object recognition based on multi-modal RGB-Depth data analysis. We
model a RGBD environment learning a pixel based background Gaussian dis-
tribution. Then, user and object candidate regions are detected and recognized
using robust statistical approaches. The system robustly recognize users and up-
date the system in an online way, identifying and detecting new actors in the
scene. On the other hand, segmented regions of candidate objects are described,
matched, and recognized using view-point 3D descriptions of normal vectors us-
ing spatial and depth information, being robust to partial occlusions and local
3D viewpoint rotations. Moreover, 3D object information is online updated as
well as new views of the object are detected. Finally, the system saves the his-
toric of user-object pick ups assignments, being specially useful for surveillance
scenarios. The system has been evaluated on a novel data set containing different
scenarios, objects, and users, showing accurate recognition results.

The rest of the paper is organized as follows: Section 2 presents the system
for user identification and object recognition. Section 3 presents the results, and
finally, Section 4 concludes the paper.

2 Muti-modal User Identification and Object Recognition

In this section, we present our system for automatic user-object interaction anal-
ysis using multi-modal RGBD data. The system is composed by four main mod-
ules which are described next. The control automata of the system that calls to
the different module functionalities is summarized in Algorithm1. The scheme
of the whole system is illustrated in Fig. 1.

2.1 Environment Modeling

Given the frame set F = {I,D} containing a RGB image I ∈ [0, 1]h×w and a
depth map D ∈ [0,∞]h×w with the depth value of each pixel obtained by the
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Data: F{1,..,T}
1 Environment modeling of F{1,..,T} using pixel adaptive learning (section 2.1)

2 while true do
3 Acquire new frame Ft = {It, Dt} composed by RGB image I and depth map D

(section 2.1)
4 Segment new regions of Ft based on environment modeling (section 2.1)
5 Look for subject/s and identification/s in Ft (section 2.2)
6 Look for new objects or object removals in Ft (section 2.3)
7 Look for getting/leaving objects in scene (section 2.4)
8 User-object association analysis

9 end

Algorithm 1. Control automata of the RGBD surveillance system

Fig. 1. Muti-modal user identification and object recognition surveillance system

Kinect infrared sensor, an adaptive model is learnt for each pixel. Supposing a
RGBD Gaussian distribution for each pixel, the training procedure is performed
as,

μx,t = (1− α)μx,t−1 + α

(
Dx,t

maxDt
∪ Ix,t

)
, (1)

σ2
x,t = (1− α)σ2

x,t−1 + α

(
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maxDt
∪ Ix,t − μx,t

)T (
Dx,t

maxDt
∪ Ix,t − μx,t

)
,
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where μx,t is the mean depth learnt at pixel x = (i, j) at frame t, α is a training
weight of the parameters during learning, Dx,t is the depth at pixel x at frame
t, Ix,t is the RGB values at pixel x at frame t, and σ2 is the covariance. The
computation of μ and σ given a fixed α value is performed during a perfect
stationary background composed of T frames, so that t ∈ [1, .., T ]. Once the
background has been modeled, a new change of a pixel in the scene produced by
the appearance/disappearance of items is detected as follows,

σx,T −
∣∣∣∣ Dx,t

maxDt
∪ Ix,t − μx,T

∣∣∣∣ > θS , (3)

where |.| corresponds to the absolute value and θS is an experimentally set
background segmentation hypothesis value. At the top of Fig. 1 one can see the
background modeling procedure, a new frame F , and the detection of a new
item corresponding to a user in the scene.

2.2 User Detection and Identification

Given the segmented image M that contains 1 at those positions satisfying
Eq. 3 and 0 otherwise, the procedure for user detection and identification is
only applied on the activated pixels of M . The algorithm for user detection and
identification is summarized in Algorithm 2. Note that we track each particular
user based on its distance to previous detections in time, as well as the counter for
the n identifications is treated for each user independently. Moreover, temporal
coherence is taken into account by filtering the detections in time based on region
density and 3D coordinates, discarding isolated detections and recovering miss-
detections, resulting in a reduction of false detections and allowing a continuous
detection of objects and users within the sequence.

User Identification Procedure. For the user identification module we pro-
pose to use the combination of body color model C with the face recognition
probability F based on the matching of visual features, defining the following
energy functional,

E(ci, u) = C(Hu, Hi) · β + F(fu, fi) · (1 − β), (4)

where β is a trade-off energy parameter. Energy functional E ∈ [0, 1] is computed
between a new test user u = {Hu, fu} and a candidate user class ci = {Hi, fi},
where Hi is the set of RGB color histograms for user i, and fi is the set of
face descriptions. Given a set of k possible users C = {c1, .., ck} learnt online by
the system, using the energy functional of Eq. 4, the new user candidate u is
identified as follows,

i if E(ci, u) > θu, E(ci, u) > E(cj , u), ∀j ∈ [1, k], i �= j
0 otherwise

(5)
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Data: Mt, Ft, count, n
1 if count < n then
2 a) User detection [4] on Dt for the activated pixels in M
3 if Detected user then
4 b) Skeletal model description [4] on the pixels corresponding to the detected user
5 c) Run Viola & Jones lateral and frontal face detectors on the surrounding areas to

the detected head joint after background removal
6 if Detected face then
7 d) Use Active Shape Model with a set of face landmark to align the detected

face to the closest data set training sample for each subject based on the mesh
fitting error

8 e) Compute user body color histogram excluding face region (section 2.2)
9 f) Perform user identification (section 2.2)

10 g) Save the partial user identification IDcount to the class of the closest user
probability, or 0 if none of the possible users achieve a probability threshold θu

11 count++

12 else
13 count=0
14 end

15 else
16 count=0
17 end

18 else
19 h) Assign class label to subject based on majority voting of ID or define new user if the

majority vote is 0 count=0
20 end

Algorithm 2. User detection and identification algorithm

In the case that the new user defines a new model (classification label 0), it
is used to update the user model C with a new identifier C = C ∪ {Hu, fu}.
In the case that the user has been identified as a previously learnt user, the
user model can be updated if the energy E for the classified user is bellow a
particular update threshold parameter, so that if E(ci, u) < θu for the identified
user i, then ci = {Hi, fi} ∪ {Hu, fu}, subtracting the oldest data to reduce an
uncontrolled growing of model information. Next, we describe the computation
of the color and face models.

Color Model Computation C. Once a new user is identified in the environ-
ment, a predefined number of color histograms is defined, computed, and saved in
the histogram setHi for user i. Each histogram in this set is computed as a 62 bin
normalized histogram (30-H and 32S) from HSV color representation (PDF of
the HSV data for the subject) for each frame considered to model the user body
color model, without considered the region of the subject detected as the face
region. Once a new candidate user u is detected by the system, its color model
histogram is computed and compared with each learnt possible user i, defining
the energy C(Hu, Hi) of Eq. 4. This energy is based on the Bhattacharyya dis-

tance of two histogram distributions B(hu, hi) =

√
1−∑

j

√
hj
u·hj

i√∑
j hj

u·
∑

j hj
i

, where

hj
i is the j-th position of one of the histograms of the set Hi. Once this dis-

tance is computed among the candidate user u and each histogram in the train-
ing set, the m lowest distances for each user class are selected to compute the
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mean confidence for that class. Thus, the final color energy term is defined as

C(Hu, Hi) =
∑

m 1−B(hu,hm)

m for the m largest confidences (lowest Bhattacharyya
distances) for candidate user i.

Face Model Computation F . Describing in more detail lines 7-10 of
Algorithm 2, our steps for face model computation are,

• We perform face alignment after face detection and background removal using
Active Shape Model by means of linear transformation of position, rotation, and
scale, computed using the mesh fitting changes.

• We use fast SURF point detection and description on the RGB user face fu
and each candidate face fi for user i.

• We match SURF features between fu and fi using nearest neighbor assign-
ments using a k-d tree with Best-bin-first search [6].

• We use RANSAC to discard final outliers based on the difference of the pair of
features assignment to the computed linear transformation. Inliers are selected
based on linear least squares.

• Using the initial set of v descriptions and the w final selected inliers, we com-
pute a probabilistic membership of user model fu to face model fi for class
i as follows [7]: Let P (y|�fi) be the probability that the matched features y
would arise by accident if the model fi is not present. We assume the w feature
matches arose from v possible features, each of which matches by accident with
probability p. Therefore, we can use the cumulative binomial distribution for the
probability of an event with probability p occurring at least w times out of v
trials P (y|�fi) =

∑v
j=w

(
v
j

)
pj(1− p)v−j . To compute P (fi|y) we use Bayes’ the-

orem P (fi|y) = P (y|fi)·P (fi)
P (y|fi)·P (fi)+P (y|�fi)·P (�fi) . We approximate P (y|fi) as 1 as we

normally expect to see at least w features present when the model is present. We
also approximate P (�fi) with the value 1 as there is a very low prior probability
of a model appearing at a particular pose. Therefore, our face energy model F
is computed as F(fu, fi) = P (fi|y) ≈ P (fi)

P (fi)+P (y|�fi) . As in the case of the color

model C, detected faces are used online to update the user model of faces either
for the case of a new user or for the case of previously identified user. Figure 2
shows real application examples of the user identification approach based on the
face energy F .

2.3 Object Recognition

Each segmented region (connected component) of M which has not been iden-
tified as a user is considered as a new object in case where the distance to the
camera at those segmented pixels in D are reduced from the modeled back-
ground, or as the absence of an object if depth values increase. The case where
an object has been removed is straightforward to analyze since we saved the
description of the object located at those positions from previous frame descrip-
tion. This means that if a user picks an object, we immediately know looking at
the label of the object from the removed location which object it was.
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(a) (b)

(a) (b)

Fig. 2. Face identification analysis. Red dots: SURF candidate keypoints not matched
based on descriptor distance. Blue dots: candidate keypoints discarded as outliers using
RANSAC based on mesh transformation criteria. Green line: final matches considered
for identification. (a) Example of images not aligned after face detection and back-
ground removal. Several outliers are detected using RANSAC (blue dots), reducing
final identification probability of being the same user category (71.4% of probability
in this example). (b) Shows the intermediate results of applying ASM meshes to both
faces before alignment. (c) Applying the whole proposed process. Now the probability
of identification increases up to 98.4%. (d) An example of alignment and identification
for two different categories, with a result of 32.3% of probability.

In the case that a new object is located in a scene by a user, we take advan-
tage of the 3D object information provided by the depth map D to compute a
normalized description of that particular 3D view [5]. For this task, we take use
of the recently proposed Fast Point Feature Histogram (FPFH) to compute a
3D rotation invariant object description for each particular point of view of an
object P in the scene. A visualization of the descriptors for a set of objects is
shown in Fig. 3. This procedure is performed for each new object cluster in M ,
and the object description is compared to the data set of descriptions saved in
memory as in the case of the user color model C. In this case, k-NN are used to
classify the new object view as a previous detected object if it achieves majority
voting and a threshold value over object threshold θo, being also used to update
online the data set of object descriptions. In cases where two objects achieve
high similarity with the new sample, we update the model and fuse two previous
object descriptions. An example of object segmentation and 3D visual descrip-
tion using FPFH is shown in the middle of Fig. 1 for a detected object in the
scene.
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Fig. 3. Views of different objects and descriptions based on the normal components

2.4 User-Object Interaction

The analysis of object-user interaction is based on the definition of pairs of values
(user,object) for those new objects that appear in the scene or those users that
pick up an object, looking for past memberships in order to activate the required
surveillance alerts. Some interface examples are shown in Fig. 5.

3 Results

In order to present the results of the proposed system, first, we discuss the
data, methods and parameters, and evaluation measurements of the different
experiments.

• Data. We defined a novel set of data recorded with the Kinect device. The
data set consists of 10 videos of one minute each one in indoor scenes and 5
videos of one minute each one in outdoor scenes. The whole data set contains a
total of 23600 semi-supervised labeled frames, containing a total of 8 different
subjects and 11 different objects.

• Methods and Parameters. The values of our method parameters have been
experimentally set via cross-validation. We also compare the proposed system
with state-of-the-art methods: SURF and Bag-of-visual-words (BOVW) descrip-
tion, and the effect of background substraction and face alignment for user iden-
tification. Finally we also compare with RGB SIFT description in the case of
object classification.

• Evaluation Measurements. We compute the performance of the system in
terms of user detection, user identification, object detection, object classification,
user-object association, and theft. For each of these evaluations we measure the
number of true positives, false positives, and false negatives.

3.1 Surveillance System Evaluation

The mean global performance of the presented surveillance system is shown
in Fig. 4. The Y-axis corresponds to the absolute value of true positives, false
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positives, and false negatives for each event category. One can see that we are
able to correctly detect most of the events, corresponding to an accuracy upon
90%. Most true positives are detected. False positives are almost non existent
except for the case of object detection, where small noisy regions of the image
are sporadically detected as small objects. Only few false positives occur in the
case of user identification and theft, where an error in the case of object or user

Fig. 4. Mean surveillance system performance

(a)

(b)

Fig. 5. (a) Outdoor scenario: user is identified, theft is recognized, and different objects,
included a small cup are detected. (b) Users and object memberships are correctly
identified and classified. Different users can be identified simultaneously by the system.
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detection/recognition immediately propagates an error in the final theft detec-
tion step. Some qualitative results of the execution of the surveillance system
are shown in Fig. 5.

3.2 User Identification Comparative

In Table 1 we show the identification accuracy of our method (Statistical Surf)
and the standard SURF description using Bag of Visual Words (SURF BOVW)
[8] for the user identification module of our system. Moreover, for each of these
two configurations, we test the effect of removing background and aligning faces.
In particular, A, A, B, and B correspond to aligned, not aligned, with back-
ground, and background substraction, respectively. Comparing these approaches
on the data set, one can see that removing background not only reduces the
posterior complexity of the approach but also improves final identification per-
formance. Aligning the face also increases the performance. Finally, one can see
the robustness and better performance of our approach compared to the classical
SURF BOVW technique, with a global mean improvement of 20% for the best
configuration between both approaches.

Table 1. User identification performance results

SURF BOVW STATISTICAL SURF

B + A B + A B + A B + A B +A B + A B +A B + A

33.3% 47.1% 52.8% 74.4% 52.9% 60.9% 76.3% 96.4%

3.3 Object Recognition Comparative

In order to analyze the high discriminative power of the used FPFH descriptor
encoding the normal vector distributions of a 3D object view, we compare the
obtained recognition results with the standard object description using SIFT on
the RGB segmented object region. The results are shown in Table 2. One can
see that contrary to the state-of-the-art SIFT descriptor, the 3D-normal vector
distributions improve classification results in 12% in the presented experiments.

Table 2. Object recognition performance results

RGB SIFT DEPTH FPFH

86.2% 98.5%

4 Conclusion

We proposed an automatic system for user identification and object recognition
based on multi-modal RGB-Depth data analysis. We modeled a RGBD environ-
ment learning a pixel based background Gaussian distribution. Then, user and
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object candidate regions were detected and recognized using robust statistical
approaches. The system was evaluated on a novel data set containing different
indoor and outdoor scenarios, objects, and users, showing accurate recognition
results and better performance than classical approaches.
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