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Classification problemsClassification problems

• Humans are involved in classification tasks from theirHumans are involved in classification tasks from their
early days.

• Classification is an unavoidable task in intelligent• Classification is an unavoidable task in intelligent
systems.



4

Multiclass categorization problems

• The complexity of the classification task depends onThe complexity of the classification task, depends on
the number of classes to discriminate.

• Internet and the communication era have brought
new problems to the field called large scalenew problems to the field, called large‐scale
problems (hundreds of categories).



Treating multiclass problems
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Di h t i
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Combination of classifiers
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Combination of classifiers

Several ways to combine binary classifiers to treat• Several ways to combine binary classifiers to treat
muticlass problems.

One versus All

+ +

One versus All

+ + +

One versus One
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Motivation

 The number of classifiers needed by a problem with
a big number of classes is huge.

 Can the problem be solved with less classifiers?

One‐versus‐one

One‐versus‐all

Theoretical lower
bound



Motivation
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Motivation

• Calculating the number of dichotomizers needed.

UCI ML Rep

#Clases 3 8 10 11 184

One Vs One 3 28 45 55 16386

One Vs All 3 8 10 11 168

Lower bound 2 3 4 4 8Lower bound 2 3 4 4 8

UCI ML Rep : University of California Irvine Machine Learning Repositoryp y g p y
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Goal

• Treat the problem with the minimal number of
classifiersclassifiers.

h l f l f h d• Compensate the lost of generalization of the design
by making it problem‐dependent.

• This design is recommended when dealing with
large‐scale problems.
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Error Correcting Output Codes (ECOC)

• ECOC are a ensemble learning methodology which
allows to combine dichotomizers to treat multiclassallows to combine dichotomizers to treat multiclass
problems.

+ +

Dichotomizer 1 Dichotomizer 2 Dichotomizer 3
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ECOC coding

• ECOCs can be represented as matrices, which
columns represent the different sub‐problems tocolumns represent the different sub‐problems to
treat.

• Each column has values that distinguish categories in
two groupstwo groups.

d l d d• In some codings an ignore value is introduced.



One versus All coding
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One versus All coding
• Each category is discriminated of the rest.g y
• Only two values are necessary in the coding matrix,
therefore this is a binary coding.y g

+
+
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One versus One coding
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One versus One coding
• Each class is distinguish from another, therefore weEach class is distinguish from another, therefore we
ignore some classes (third symbol).

++ ++

+
+

+
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ECOC decoding

• Each base classifier gives its prediction and the set of
prediction are compared to the codewords.

• Various types of decoding based on Euclidean andyp g
Hamming distances (only binary codings).
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ECOC decoding

• Recently a new decoding design based on a lossRecently a new decoding design based on a loss
function has appeared.

f l f d• Useful for ternary codings
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ECOC base classifiers

• Every sub‐problem defined by the columns of theEvery sub problem defined by the columns of the
coding matrix is treated by a base classifier.

f(x,y)         {1,-1}
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Support Vector Machines

• Support Vector Machines are classifiers that have• Support Vector Machines are classifiers that have
shown a good performance on literature.

• Find a linear function that discriminates the two
categories and maximizes the distance between thecategories and maximizes the distance between the
closests point of each class, called the margin.

• Problem: data may not be linearly separable.
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High dimension generalization

• If data is not linearly separable in the input space,
the SVM can map the data in a high dimension
space.

• This mapping is done by a function called kernel,
which defined a scalar product over the data pointsp p
in the high dimension space.



Kernels
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Kernels

f k l b d d• In SVMs a set of kernels can be used in order to map
the data.

• Most of them are well‐know functions : Polynomios ,
Radial Basis Functions, Sigmoidal functions
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Gaussian RBF kernel

By using a Gaussian RBF kernel we can obtain very• By using a Gaussian RBF kernel we can obtain very
good results when treating binary problems.
Thi t f SVM d th t (C &• This type of SVM needs the parameters (C &
Gamma) to be optimized.
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Goals

• Treat the problem with the minimal number of
classifiersclassifiers.

h l f l f h d• Compensate the lost of generalization of the design
by making it problem‐dependent.

• This design is recommended when dealing with
large‐scale problems.
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Sublinear incremental coding

• Define the minimal number of base classifiers
needed to discriminate N categories.g

• Sublinear codingSublinear coding
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Global overviewGlobal overview
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Sublinear incremental coding

• Solve the problem that generates the maximum lost
of performance, identify the classes that generate it.

• Add a new classifier focused on those classes, a
solver for this confusion.

• Various solvers (One vs One or Confusion‐based).
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One vs One solver

Treat only the classes that maximize confusion• Treat only the classes that maximize confusion
ignoring the others.
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Confusion‐based solver

• Support the maximum confused classes with the
ones that have less confusion with each one ofones that have less confusion with each one of
them.
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Genetic algorithms

• Optimization algorithms based on the evolution• Optimization algorithms based on the evolution
theory of Darwin.

• See solutions as individuals and operate with them• See solutions as individuals and operate with them
(crossover & mutation).
Recommendable method when the space is not• Recommendable method when the space is not
continuous neither differentiable.
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Genetic coding
h l d d d h l ll d• Each solution is coded and the result is called a

genotype, which represents the individual.

• The standard coding design is the binary one (see
the solution as a binary vector)

10101001
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Genetic operators

• Seeing solutions as individuals or genotypes,
standard operators are used to perform crossoverstandard operators are used to perform crossover
and mutation operations.

• For instance, single point crossover



Genetic optimization
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Genetic optimization
• An inner optimization process is also carried out top p
tune the parameters of the base classifiers.

• SVM‐RBF classifiers have mainly 2 parameters (C &y p (
Gamma).
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Genetic operators problem

• If the population of individuals is a little complex orIf the population of individuals is a little complex or
have constraints, the generic genetic operators are
useless they can generate individuals that violateuseless, they can generate individuals that violate
constraints.

• Specific genetic operators must be defined in order
to have a powerful optimization toolto have a powerful optimization tool.
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ECOC constraints

• The coding matrix has to univocally distinguish every
codeword, which means that every row has to be
different.



ECOC‐specific crossover
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ECOC‐specific crossover

• Define a crossover operator for ECOCs which• Define a crossover operator for ECOCs which
makes sense (always return a ECOC offspring).



Crossover situations
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Crossover situations

1 D t t b t l ifi1. Detect best classifiers.
2. Check if the classifiers are 

compatible.
3 If there are not compatible

+

3. If there are not compatible
1. return to step 1 and 

look for the following
best classifierbest classifier.

2. If there are not
compatible classifiers
left , one classifierleft , one classifier
has to be created.

4. If they are 

+

y
compatible,aggregate
them in the field.
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ECOC‐specific mutation

• Randomly swap to rows of the coding matrix.
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Experiments

• The first experiment was performed over a set of 12The first experiment was performed over a set of 12
dataset from the UCI Machine Learning Repository.

The second experiment was performed over a set of• The second experiment was performed over a set of
5 challenging computer vision problems.
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Metrics

• Each experiment is validated through a Stratified 10‐
f ld l dfold cross‐validation.

• The results shown are the mean of the 10‐fold
performances.

• The Minimal coding proposal is compared with theg p p p
standard ECOC codings.
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UCI datasets Characteristics

UCI dataset characteristics• UCI dataset characteristics
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CV Dataset Characteristics

• ARFace:520 x 120, 20 classes.

• Traffic: 3481 x 100, 36 classes.

• MPEG: 1400 x 70, 20 classes.

• Cleafs: 4098x65, 7 classes.

• LFW: 6144x50, 184 classes.
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Results on UCI problems

• As we can see the evolutive minimal performs similarAs we can see the evolutive minimal performs similar
to the standard codings.
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Results on CV problems

• In this set of experiments we can see howIn this set of experiments we can see how
althought the Minimal ECOC is slightly worst it
uses far less number of classifiers.uses far less number of classifiers.
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Conclusions

• We propose a novel methodology to deal with large‐
scale problems.
Th ECOC f k i d• The ECOC framework is used.

• Each base classifier is a SVM with an RBF kernel.
O ti i ti f SVM t i f d• Optimization of SVM parameters is performed
through a genetic algorithm.

• A coding matrix with high generalization capability is• A coding matrix with high generalization capability is
obtained via a genetic algorithm.

• New ECOC‐specific crossover and mutation• New ECOC‐specific crossover and mutation
algorithms are designed.
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Conclusions

• The use of minimal coding reaches sameThe use of minimal coding, reaches same
performances (or better) as other coding with far
less costless cost.

• The computational time of evolution is reduced due
to the use of the ECOC‐specific operatorsto the use of the ECOC‐specific operators.
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Future work

• Introduce online techniques to support a great
number of categories and samples by performingnumber of categories and samples by performing
incremental learning.

• Redesign crossover and mutation operators in order
to have a complete functional optimization processto have a complete functional optimization process.
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Submission to Pattern Recognition
Letters Journal
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Thank you!Thank you!

QUESTIONS?


