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Abstract

In this paper we present a hand detector system
used for the Person Layout competition at PAS-
CAL VOC Challenge 2010, in conjunction with
an external head detector module. HOG features
are extracted from the training set, and a cluster-
ing is performed in order to categorize the different
poses that hands can have. A cascade of classifiers
is trained for each one of the discovered hand sub-
classes, and a sliding-window approach is used for
the detection process, followed by a filtering step.
Results are shown on the corresponding Person
Layout dataset from PASCAL VOC 2010.

Keywords: Object recognition, Person layout,
Hand detection, Cascade.

1 Introduction

The person layout problem, as defined in the PAS-
CAL VOC Challenge, consists in the recognition
of three body parts. Given an image of a per-
son, we have to predict the bounding boxes of
his/her head, hands and feet. In this work we fo-
cus only in the hand detection problem, which is
really challenging for many reasons. The most in-
fluential fact is the high intra-class variability of

hands, since they can appear in a wide range of
poses and orientations. Moreover, the appearance
of hands -texture and color- is also highly variant
due to the different skin colors of people and the
possible clothes they can wear, like gloves for ex-
ample. Furthermore, the appearance of different
people in the same image introduces the problem
of data association, since we do not have only to
detect hands, but also to associate them to the cor-
rect person.

Previous work in object detection have achieved
high performance rates as in the case of face de-
tection [1]. In this case, a cascade of simple clas-
sifiers is trained using Haar-like features, and the
detection is performed using a sliding-window ap-
proach. Although the results they obtain are good,
the main limitation of their method is the intol-
erance to rotations, as analysed in [2]. The same
cascade of classifiers based methodology has also
been applied to hand detection [3, 4].

In this paper we present our hand detection sys-
tem, which is also based on a cascade of classifiers
approach, but using HOG [5] instead of Haar-like
features. HOG features encode the occurrences of
gradient orientations in portions of an image, so
it is expected from them to describe characteris-
tic edges regarding the shape of the hands, as the
straight edges between fingers, for example, in the
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Figure 1: Clustering of positive patches in 4 different classes

case of an open hand. As we will see in further
sections, we also use information returned by an
external head detection module.

The rest of the paper is organised as follows:
Section 2 presents our hand detection system, sec-
tion 3 explains the validation of the system, and
finally section 4 concludes the paper.

2 Methodology

This section is divided in two main subsections,
the first one detailing the training process of the
system , and the second explaining the detection
step itself over an input image.

2.1 Training

In order to build our training set we extract pos-
itive and negative patches from a labeled dataset
of images. In the case of the negative patches,
we randomly sample the images of the dataset at
different scales and check that they do not contain
any hands. A normalization step is applied in the
extraction of positive and negative patches by ro-
tating them following the orientation of maximum
gradient magnitude -as in [6]-, and resizing them
to the same size.

Once our hand training set is built, we extract
HOG features from the patches, which will be the
input of the classifier. Nevertheless, before starting
training the classifier, we apply K -means cluster-
ing to the HOG features extracted from the pos-
itive samples (Figure 1). Thanks to this cluster-

ing we can make a first categorization of different
kinds of hand poses, so we can treat the classi-
fication as K semi-independent problems and re-
duce the intra-class variability. Using this first
classification given by the clustering we can start
training our K independent cascades of classifiers,
each one of them composed by one SVM at each
level. At the first level we train each one of the
K SVMs with their corresponding positive exam-
ples, and the same set of negative examples for all
of them. Then, we look for false positives (FPs) by
extracting random negative patches from the image
dataset and classifying them with the SMVs from
the current level. If one patch is classified as posi-
tive by the SVMy,, then we have found a FP for it.
This process is repeated until we reach a desired
number of FPs for the K SVMs. After that, each
set of FPs will be used as the negative training set
for the corresponding SVM at the next level, and
the positive training set remains the same as the
one used at the first level. This algorithm can be
repeated until we reach a desired number of levels
of the cascade.

2.2 Detection

For the detection step, we scan a given input im-
age of a person with a sliding window at different
scales, apply the corresponding normalizations to
the patch, and test it with the K previously trained
cascades of classifiers. In this way, we will con-
sider that a hand is detected if at least one of the K
cascades gives a positive answer.



After the sliding window has scanned the whole
image, we apply some filtering steps in order to
refine the output of the classifiers, which not only
still return a large number of FPs, but also return
many true positives (TPs) for a given specific hand.
The first filtering step consists in applying an ag-
glomerative clustering to the bounding boxes re-
turned as positive by the cascades. With this ag-
glomerative clustering we can reduce the number
of TPs as shown in Figure 2.

Figure 2: TPs reduction by means of agglomera-
tive clustering, (a) shows the detections given by
the cascades and (b) the resulting detections after
applying agglomerative clustering

Once we have applied agglomerative clustering,
we sort the remaining bounding boxes computing
the following score for each one of them:

Score; = SV M Score; + Colorscore; (1)

where SV M Score; is the margin returned by
the SVM classifier at the last level of the cascade,
and Colorscore; is computed as the intersection
between the HSV histogram of the i-th patch and
the HSV histogram of the detected head bounding
box given by an external head detector applied over
the same image in which we are looking for hands:

Colorscore; = HSV hist; N HSV histpeqqd (2)
Finally, we assume that in the image of the per-

son 2 hands will be present, and then return the 2
bounding boxes with higher score.

3 Results

For the validation of our system, we have used the
following configuration:

o Data: For the training step of our system we
have used the training set for the Person layout
competition in the PASCAL VOC Challenge 2010
-composed by 296 images of people, and the Hu-
man limb dataset presented in [7], formed by 227
additional images. For the validation of the system,
the corresponding validation set from the PASCAL
dataset has been used, which consists of 206 im-
ages.

o Methods: The initial K -means clustering over
the positive patches in the training step has been
applied with K = 4,s0 4 different cascades of clas-
sifiers have been trained, each one of them com-
posed by 2 levels, and one Linear SVMs at each
level. The In order to train the following level of
the cascade, 1000 FPs have been searched.

o Validation measurement: For the validation
of our system we have computed the mean Aver-
age Precision using the PASCAL VOC framework.
This framework computes the overlapping factor
O between our detected bounding boxes and the
ones from the ground-truth:

0O — Bdetected N BGT (3)
Bdetected U BGT

A correct match will be considered if the over-
lapping is greater than a certain threshold (0.5 by
default).

Table 1 shows the Mean Average Precision us-
ing the default threshold O = 0.5, and O = 0.05.
The choice of the second threshold on the overlap-
ping is because usually hands are very small re-
gions, and it is difficult to obtain an overlapping
higher than 0.5. Moreover, ground-truth annota-
tions are not always square meanwhile our outputs
are always square. Looking at these results, we can
see that many of the detections lie around the ac-
tual hands labeled in the ground truth.

Many reasons could be the factors of obtaining
such a low mean AP. The first reason could be



that we are assuming that there are always 2 hands
in all images, a dangerous assumption that can
highly damage the final results. Secondly, maybe
the deepness of the cascade of classifiers is not
enough to reduce the number of FPs appropiately.
Another reason could be given by the data asso-
ciation problem earlier commented in this paper.
In images where more than one person is present,
maybe there are correct hand detections -they are
actually hands-, but may belong to another person.
Finally, part of the error could be due to an error in
the external head detector that we use to learn the
skin color model and rank the detections. Figure 3
shows some qualitative results.

Overlap threshold Mean AP
0.5 0.95%
0.05 8.54%

Table 1: Mean Average Precision for different
overlapping thresholds.

Figure 3: Qualitative results from hand detection

4 Conclusion

We have proposed a hand detection system based
on HOG features. At training time, a clustering
of the positive hands is performed, and a differ-
ent cascade of Linear SVM classifiers is trained
with the corresponding samples belonging to each
cluster. At detection time, a sliding-window ap-
proach has been implemented, filtering the output
of the classifiers by means of agglomerative clus-

tering and a ranking of the detections using SVM
margin and color information.

As future work, different SVM kernels as RBF
could be used in order to improve the results.
Moreover, at detection time, different aspect ratios
could be used in order to find more accurate detec-
tions.
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