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Challenge on pose recovery, action/interaction, multi-modal gesture 
recognition 

•Track 1: Human Pose Recovery: More than 8,000 frames of continuous RGB sequences 

are recorded and labeled with the objective of performing human pose recovery by means 

of recognizing more than 120,000 human limbs of different people. 

 

•Track 2: Action/Interaction Recognition: 235 performances of 11 action/interaction 

categories are recorded and manually labeled in continuous RGB sequences of different 

people performing natural isolated and collaborative behaviors.  

 

•Track 3: Gesture Recognition: The gestures are drawn from a vocabulary of Italian sign 

gesture categories. The emphasis of this third track is on multi-modal automatic learning of 

a set of 20 gestures performed by several different users, with the aim of performing user 

independent continuous gesture spotting.  

http://gesture.chalearn.org/ 
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•Track 1: Human Pose Recovery: More than 8,000 frames of continuous 

RGB sequences are recorded and labeled with the objective of performing 

human pose recovery by means of recognizing more than 120,000 human 

limbs of different people. 

http://gesture.chalearn.org/ 

•9 videos (RGB sequences) and a total of 14 different actors. 
Stationary camera with the same static background. 
•15 fps rate, resolution 480x360 in BMP file format. 
• For each actor 14 limbs (if not occluded) were manually 
tagged: Head, Torso, R-L Upper-arm, R-L Lower-arm, R-L 
Hand, R-L Upper-leg, R-L Lower-leg, and R-L Foot. 
• Limbs are manually labeled using binary masks and the 
minimum bounding box containing each subject is defined. 

• The actors appear in a wide range of different poses and performing different actions/gestures which 
vary the visual appearance of human limbs. So there is a large variability of human poses, self-occlusions 
and many variations in clothing and skin color. 
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•Track 1: Human Pose Recovery: More than 8,000 frames of continuous 

RGB sequences are recorded and labeled with the objective of performing 

human pose recovery by means of recognizing more than 120,000 human 

limbs of different people. 

http://gesture.chalearn.org/ 

Overlap evaluation 
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•Track 2: Action/Interaction Recognition: 235 performances of 11 

action/interaction categories are recorded and manually labeled in continuous 

RGB sequences of different people performing natural isolated and 

collaborative behaviors.  

http://gesture.chalearn.org/ 

• 235 action/interaction samples performed by 14 actors. 
• Large difference in length about the performed actions and interactions. 
• Several distracter actions out of the 11 categories are also present. 
• 11 action categories, containing isolated and collaborative actions: Wave, Point, Clap, 
Crouch, Jump, Walk, Run, Shake Hands, Hug, Kiss, Fight. There is a high intra-class 
variability among action samples. 

Overlap evaluation 
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Wave             Point            Clap             Crouch           Jump             Walk 

 Run      Shake Hands          Hug                Kiss                     Fight 

•Track 2: Action/Interaction Recognition: 235 performances of 11 

action/interaction categories are recorded and manually labeled in continuous 

RGB sequences of different people performing natural isolated and 

collaborative behaviors.  
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Track 3: Gesture Recognition: The gestures are drawn from a vocabulary 

of Italian sign gesture categories. The emphasis of this third track is on multi-

modal automatic learning of a set of 20 gestures performed by several 

different users, with the aim of performing user independent continuous 

gesture spotting.  

http://gesture.chalearn.org/ 
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•Largest dataset in the literature with a large duration of each individual performance 
showing no resting poses and self-occlusions. 
• There is no information about the number of gestures to spot within each sequence, 
and several distracter gestures (out of the vocabulary) are present. 
• High intra-class variability of gesture samples and low inter-class variability for some 
gesture categories. 

Overlap evaluation 

Track 3: Gesture Recognition: The gestures are drawn from a vocabulary 

of Italian sign gesture categories. The emphasis of this third track is on multi-

modal automatic learning of a set of 20 gestures performed by several 

different users, with the aim of performing user independent continuous 

gesture spotting.  
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Datasets of the three challenge tracks 

•  State of the art comparison 

http://gesture.chalearn.org/ 

ChaLearn LAP data sets, public available at: 
http://sunai.uoc.edu/chalearnLAP/  
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Competition schedule 

The challenge was managed using the Microsoft Codalab platform*. The schedule 
of the competition was as follows: 
• February 9, 2014: Beginning of the quantitative competition, release of 

development and validation data. 
• April 24, 2014: Beginning of the registration procedure for accessing to the 

final evaluation data. 
• May 1, 2014: Release of the encrypted final evaluation data and validation 

labels. Participants started training their methods with the whole dataset. 
• May 20, 2014: Release of the decryption key for the final evaluation data. 

Participants started predicting the results on the final evaluation labels. This 
date was the deadline for code submission as well. 

• May 28, 2014: End of the quantitative competition. Deadline for submitting 
the predictions over the final evaluation data. The organizers started the 
code verification by running it on the final evaluation data. 

• June 1, 2014: Deadline for submitting the fact sheets. 
• June 10, 2014: Publication of the competition results. 

http://gesture.chalearn.org/ 

https://www.codalab.org/competitions/ * 
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Participation 

• We created a different competition for each track, having the specific information and 
leaderboard.  

• A total of 278 users has been registered in the Codalab platform: 
– 70 for track1 
– 79 for track2 
– 129 for track3 (some users have been registered for more than one track) 

• All these users were able to access the data for the Developing stage, and submit their 
predictions for this stage. For the final evaluation stage, a team registration was 
mandatory, and a total of 62 teams were successfully registered:  
– 9 for track1 
– 15 for track2 
– 39 for track3 

• Only registered teams has access to the data for the last stage. 
• The data was distributed in three mirrors to facilitate the data download, using a single 

web page for integrating all the links and information.  
• Google Analytics was activated on this page in order to track the connection on this 

page, and have an idea of the user details. 
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Participation 
• Connectivity: During the Challenge period, the download page had a total 

of 2.895 visits from 920 different users of 59 countries.  

http://gesture.chalearn.org/ 

14 



Human Pose Recovery and Behavior Analysis Group 

Participation 
• Connectivity: During the Challenge period, the download page had a total 

of 2.895 visits from 920 different users of 59 countries.  

http://gesture.chalearn.org/ 
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• Track1 results 
 
 
 
 
 

Both winner participants applied a similar approach based on [*].  
• Mixture of templates for each part. This method incorporates the 

co-occurrence relations, appearance and deformation into a model 
represented by an objective function of pose configurations. Model 
is tree-structured, and optimization is conducted via dynamic 
programming.  

 
[*] Yang, Y., Ramanan, D.: Articulated human detection with flexible 

mixtures of parts. IEEE TPAMI (2013) 
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• Track2 results 

 

http://gesture.chalearn.org/ 

* Wang, H., Schmid, C.: Action recognition with improved trajectories. ICCV (2013) 
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• Track3 results 
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• Track3 results 
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Results 

Percentage of methods using each 
gesture classification strategy 
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• Track3 results 

 

http://gesture.chalearn.org/ 

20 

Results 



Human Pose Recovery and Behavior Analysis Group 

Conclusion (1/2) 

• For the case of pose recovery, tree-structure models were mainly applied. 

• The winner achieved almost 0.2 of accuracy. 

• In the case of action/interaction RGB data sequences, methods for refining the tracking process 
of visual landmarks while considering alternatives to the classical BoW feature representation 
have been used.  

• So the general trend was to compute a quantification of visual words present in the image and 
performing sliding windows classification using discriminative classifiers (note that limbs from 
track1 were not available!).  

• Most top ranked participants used SVMs, although random forests were also considered.  

• The winner achieved an accuracy of over 0.5. 

• In the case of multi-modal gesture recognition, and following current trends in the computer 
vision literature, a deep learning architecture achieved the first position, with an accuracy score 
of almost 0.85.  

• Most approaches were based on skeleton joint information and several state-of-the-art 
descriptors were jointly used by the participants without showing a generic common trend.  

• Temporal segmentation was usually considered by sliding windows or skeleton motion 
information. 
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• SVM, RF, HMM, and DTW algorithms were widely considered.  
• Interestingly, it is the first time that some participants used deep 

learning architectures such as Convolutional Neural Networks. 
• The winner of the competition used all the modalities and information 

of the human joints to segment gesture candidates.  
• The code of the participants using deep learning took a lot more time 

for training than the rest of approaches.  
• There are still much ways for improvement in the two RGB domains 

considered, namely human pose recovery and action/interaction 
recognition from RGB data.  

• Future trends in Looking at People may include group interactions and 
cultural event classification, where context also places an important role, 
while including the analysis of social signals (also maybe considering 
multi-modal input data), affective computing, and face analysis as 
relevant information cues. 
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Conclusion (2/2) 
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Next events of ChaLearn LAP 
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ChaLearn LAP 2015: Age recognition on RGB data, be prepared for the 
challenge and workshop!!! 
 
 

We wait for your contributions! 

http://gesture.chalearn.org/ 
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Thank you and hope to see you in our next event! 

http://gesture.chalearn.org/ 


