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- Human language is essential in human social interactions. 

 

- Non-verbal communication is found within the human 

language through the gestures, and beyond the human 

speech [1,5]. 

 

- Multi-modal technologies allow to capture audio-RGB-

depth data from conversational scenarios to analyze 

behavioral indicators appearing on the subjects [3]. 
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2. System 

 

   

 

- Proposed a multi-modal framework for the analysis of non-verbal 

communication in Victim-Offender Mediations.  

 

- Usability of computer vision, signal processing, and machine learning 

strategies in conversational processes is shown with results upon 82% 

of accuracy. 
 

4. Conclusion 

3. Results 

 

Multi-modal feature extraction using computer vision is applied to identify objective behavioral indicators on the different parts 

involved in Victim-Offender Mediations. The receptivity, agreement, and satisfaction reached among these parts is predicted 

using social signal processing and machine learning approaches according to the expert opinions. 
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