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ABSTRACT

Multi-modal feature extraction using computer vision is applied to identify objective behavioral indicators on the different parts
iInvolved In Victim-Offender Mediations. The receptivity, agreement, and satisfaction reached among these parts is predicted
using social signal processing and machine learning approaches according to the expert opinions.
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~ Prediction Accuracy using statistical
machine learning approaches
Label Adaboost | LDA | PNN | CF FF | SVM
Receptivity 82% | S0% | 39% | 71% | 79% | 82%
Agreement Ti% | 32% | 29% | 71% | 75% | 7T1%
Satisfaction 79% | 54% | 21% | 75% | 79% | 79%
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Heuristic correction examples
Correction P i T— - Proposed a multi-modal framework for the analysis of non-verbal

communication in Victim-Offender Mediations.

- Usability of computer vision, signal processing, and machine learning
strategies In conversational processes Is shown with results upon 82%
of accuracy.
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