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1. Context and motivation 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

Increasing dataset complexity 
 Size, modalities, interpretation 

Data understanding needs to interrelate several properties 

Complex classification 
process 

GOAL 
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2. Related work 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

• Transfer Functions of different dimensionality 
• Artificial Intelligence based techniques: 
•   Supervised methods: 

  bayesian networks 
  neural networks 
  decision trees 

•   Semi and non-supervised methods (such as clustering) 

Open issue: 
Feature representation 
Pattern recognition process 
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2. Related work 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

• New GPGPU implementations for binary classifications in 
image processing applications: 
 Clustering strategies (k-nearest neighbor similarity)  
 Geometrical Support Vector Machine classifier (SVM) 
 Adaboost classifier 
 Neural Networks  

 
 
 
 
 

 Error-Correcting Output Codes (ECOC) is a general framework to 
deal with multi-class categorization problems. 
ECOC extends any classifier to the multi-class case.  

Need of high accurate multi-class 
labeling 

Binary classification 
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3. Framework 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

 To define a general 
framework for 
multi-classification 
volume models 
based on the Error-
Correcting Output 
Codes 

 
 To compute an 

on-demand an 
adaptive 
segmentation / 
classification a 
subset of 
features of 
interest 

 To use of 
Adaboost as a 
case study of 
this general 
framework 

 To obtain an efficient 
GPGPU OpenCL 
implementation of 
the testing stage of 
the multi-classifier 
integrated into the 
final   rendering 
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3.1 Multi-class Learning 

C2 C1 
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C2 C1 

C4 C3 

C2 C1 

C4 C3 

 
 Multi-class as a combination of 

binary classifiers (dichotomizers) 
 

 Classical 1vs1 1vsall voting 
 
 Error-Correcting Output Codes 

 
 [Dietterich95] Thomas G. Dietterich, Ghulum 

Bakiri, Solving Multiclass Learning Problems via 
Error-Correcting Output Codes, Journal of 
Artificial Intelligence Research, 1995  

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  
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3.1 Multi-class Learning 
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Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  
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 Adaboost has a high potential for GPU  
applications 

• Dichotomizer hi: 
• Adaboost: based on a  weak 

classifier: 
• Additive model combining simple 

decisions to define a strong binary 
classifier 

• Inherent parallel structure 
• High performance, simple to train 

 
 

3.1 Multi-class Learning 

Transfer function representation of the classifier 
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  =1              =-1               = 0 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

3.2 Testing and label mapping 

[1] Sergio Escalera, Oriol Pujol, and Petia Radeva, On the Decoding Process in Ternary Error-Correcting Output Codes, Transactions in 
Pattern Analysis and Machine Intelligence, vol. 32, issue 1, pp. 120-134, IEEE Computer Society, New York, ISSN 0162-8828, 2010. 

Loss-Weighted decoding [1] 

http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4668347�
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Decoding function details 

 Decoding decomposition (Loss-Weighted [1]), defining a matrix that 
weights the decoding process of any subgroup of binary classifiers. 

d=MW · T , T  decoding measure 

       Step 1           

       Step 2           

       Step 3           

•Compute the matrix of 
hypothesis H 

• Normalize H to 
obtain a matrix MW of 
PDF-rows 

• Use MW to weight the 
decoding process in a 
Loss-based decoding 

[1] Sergio Escalera, Oriol Pujol, and Petia Radeva, On the Decoding Process in Ternary Error-Correcting Output Codes, Transactions in 
Pattern Analysis and Machine Intelligence, vol. 32, issue 1, pp. 120-134, IEEE Computer Society, New York, ISSN 0162-8828, 2010. 

http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4668347�


  

Pacific Graphics 2011 

11 | Kaohsiung, Taiwan 

Submatrix definition 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

3.2 Testing and label mapping 

C1 = Background 
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3.3 GPGPU Implementation 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

[1] SimpleOpenCL, http://code.google.com/simple-opencl/ 
[2] Paulius Micikevicius “3D Finite Difference Computation on GPUs using CUDA”  

[2] 

[1] 
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4. Results 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

Data: Thorax (400x400x400), Foot (128x128x128), Brain 
(256x256x256) 
Features: Standard features (8): x,y,z, gradient components 
and magnitude, and intensity value. 
Implementations: C++ 

Measurements: mean execution time from 500 runs, and 
accuracy from stratified ten-fold cross-validation with 5% 
stratified sampling. 

Hardware: 

CPU 

CPU 

CPU + GPU 

CPU 
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4. Results 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

Accuracy foot data set 

Ground truth data Labeled data 
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4. Results 

Accuracy brain data set 

Ground truth data Labeled data 
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4. Results 

Accuracy thorax data set 

Ground truth data Labeled data 
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4. Results 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

Execution time 

125 FPS 

x130 C++ 
x35 OpenMP/GCD 
400x400x400x8x36x30 … 
 

CPU-GPU 

OpenCL on different hardware 
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4. Results 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

Label mapping results (qualitative) 

Different shading 
techniques 
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4. Results 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

Application video sample 
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5. Conclusion & Future work 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  

 We proposed a semi-automatic framework for general multiclass 
volume labeling on demand based on the ECOC framework.  

 The system is decomposed into a two-level (classification + 
visualization) GPU-based labeling algorithm  with Adaboost based 
classifier.  

 Parallelized testing steps with different programming languages and 
hardware architectures. 

 Empirical results on different data sets shows very good speed ups of 
this novel, automatic, and general-purpose multi-decision framework. 

 Future work: “Use of different base classifier/segmentation strategies” 
 Future work: “Feature space representation analysis” 
 Future work: “Parallelized learning stage”  On-line learning 
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Thank you for your attention! 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  
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Outline 

Intelligent GPGPU Classification in Volume Visualization: A framework based on ECOC  
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