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Foreword

The EACA’s or “Encuentros de Álgebra Computacional y Aplicaciones” (Meetings on
Computer Algebra and Applications) are organized by the Spanish “Red Temática de
Cálculo Simbólico, Álgebra Computacional y Aplicaciones”. They provide a meeting
frame for researchers in the fields of Computer Algebra and Symbolic Computation, and
for those who use these techniques in their research. We emphasize and specially favor
the participation of young researchers.
This XIV Meeting (biannual since 2002) is the natural continuation of those organized
in Santander (1995), Sevilla (1996), Granada (1997), Sigüenza (1998), Tenerife (1999),
Barcelona (2000), Ezcaray (2001), Valladolid (2002), Santander (2004), Sevilla (2006),
Granada (2008), Santiago de Compostela (2010), and Alcalá de Henares (2012). During
these years, the conference has achieved a remarkable relevance and prestige within the
Symbolic Computation community. The main subjects of interest of the meetings are:

• Effective Methods in Algebra, Analysis, Geometry and Topology
• Algorithmic Complexity
• Scientific Computation by means of Symbolic-Numerical Methods
• Symbolic-Numeric Software Development
• Analysis, Specification, Design and Implementation of Symbolic Computation

Systems
• Applications to Science and Technology

EACA 2014 will take place in Barcelona, at the Institut d’Estudis Catalans from June 18th
to 20th, 2014.

This book contains the extended abstracts of the accepted contributions as well as of the
plenary talks. EACA2014 has 34 contributions, accepted after a standard referee process,
and 5 plenary talks. The plenary speakers are:

• Elisenda Feliu, University of Copenhagem, Denmark
• Deepak Kapur, University of New Mexico, USA
• Manuel Ladra, University of Santiago de Compostela, Spain
• Bernard Mourrain, INRIA Sophia-Antipolis, France
• Francisco Santos, University of Cantabria, Spain

We would like to express our gratitude to the members of the Scientific Committee:
María Emilia Alonso (U. Complutense de Madrid), Isabel Bermejo (U. La Laguna), Fran-
cisco J. Castro (U. Sevilla), Carlos D’Andrea (U. Barcelona), Joan Elías (U. Barcelona),
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Philippe Giménez (U. Valladolid), José Gómez-Torrecillas (U. Granada, Chair), Laure-
ano González-Vega (U. Cantabria), Manuel Ladra (U. Santiago de Compostela), Antonio
Montes (U. Politècnica de Catalunya), Tomás Recio (U. Cantabria), Julio Rubio (U. La
Rioja), and J. Rafael Sendra (U. Alcalá de Henares), and of the Local Committee: María
Alberich (U. Politècnica de Catalunya), Josep Àlvarez (U. Politècnica de Catalunya),
Marta Casanellas (U. Politècnica de Catalunya), Gemma Colomé-Nin (U. Pompeu Fabra),
Teresa Cortadellas (U. Barcelona), Carlos D’Andrea (U. Barcelona, Chair), Joan Elías
(U. Barcelona), Alberto Fernández (U. Pompeu Fabra), Jesús Fernández (U. Politèc-
nica de Catalunya), Antonio Montes (U. Politècnica de Catalunya), Marta Narváez (U.
Barcelona), and Martín Sombra ( ICREA & U. Barcelona).

The success of EACA2014 is possible because of the efforts of these people.

Finally, we would like to thank to the following institutions for their financial support:
Universitat de Barcelona, Institut de Matemàtica de la Universitat de Barcelona, Uni-
versitat Politècnica de Catalunya, Facultat de Matemàtiques i Estadística (UPC), Soci-
etat Catalana de Matemàtiques, Real Sociedad Española de Matemáticas, Ministerio de
Economía y Competitividad.

We wish to all participants a successful conference and a very pleasant stay in the city of
Barcelona.

Joan Elías, Jesús Fernández, and Martín Sombra
Barcelona, June 2014
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HOW CAN PROGRESS IN ALGEBRA HELP SYSTEMS BIOLOGY?

ELISENDA FELIU

ABSTRACT. It is widespread in biology to model the time evolution of species concentrations in
reaction networks with systems of ordinary differential equations. When analyzed appropriately,
these models can be used to understand and predict the behavior of biological systems. Current
models in systems biology employ polynomial dynamical system and as a consequence the steady
states of the model are the zeros of a system of polynomial equations. These systems are often
parameterised by unknown parameters and, further, only positive solutions have a physical meaning.
Therefore, it is of interest to study the positive zeros of a parameterised family of polynomials.

In the talk I will present the framework of the theory of reaction networks and give an overview
of questions that are relevant for systems biology. Emphasis will be put on the open questions, to
encourage further development of algebraic methods to address the questions of interest.

In the last part of the talk I will present some of my own results. Some of the results involve
collaborations with Carsten Conradi, Alicia Dickenstein, Varun Kothamanchu, Stefan Müller, Georg
Regensburger, Anne Shiu, Orkun Soyer, and Carsten Wiuf.

INTRODUCTION

Motivation. Systems of ordinary differential equations (ODEs) are traditionally used for quanti-
tative modeling of systems of interacting species. Classical examples include the Lotka-Volterra
predator-prey system, proposed independently in the context of chemical reactions and animal in-
teractions [16]; epidemiological models such as the SIR model [1]; and the Hodgkin-Huxley model
for the action potential in the squid giant axon [11]. In biochemistry, enzyme kinetics experienced
a break-through when Michaelis and Menten employed ODEs to describe the time evolution of the
concentration of the product of an enzymatic reaction.

Systems of ODEs, often based on the principle of the law of mass-action or various modifications
of it, provide a mechanistic description of complex (chemical) reaction networks. A careful analysis
of such systems provides a detailed understanding of the system’s possible behaviors and offers the
possibility to predict the outcome of the system under changing conditions.

Systems biology aims at understanding how the cell operates as a whole, by taking into con-
sideration all the biochemical reactions occurring at once. An accurate theoretical analysis of the
dynamics of the resulting ODE systems is often difficult because of the large number of variables
and unknown parameters in the system. Therefore, the area of systems biology will benefit from the
development of mathematical techniques to analyze ODE models of reaction networks.

1. ALGEBRA AND REACTION NETWORKS

ODE equations arising from reaction networks have a specific structural form. A reaction net-
work consists of a set of reactions between species. For example, a chemical transformation from
A to B catalyzed by C can be represented by the reaction A + C → B + C. More generally, a
reaction is represented by an arrow between two linear combinations of the elements in some set of
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species X = {X1, . . . , Xn}:
(1) r : a1X1 + · · ·+ anXn → b1X1 + · · ·+ bnXn.

The concentration of speciesXi is denoted by xi and the vector of concentrations is x = (x1, . . . , xn).
With the hypothesis of mass-action kinetics, it is assumed that the reaction occurs at a rate given

by

Kr(x) = κrx
a1
1 · . . . · xann ,

where κr > 0 is a reaction rate constant. Then, the ODE system that models the concentrations of
the species is built by simultaneously considering the reaction rates of all reactions:

(2) ẋi = fκ,i(x) =
∑

reactions r

(net production of species i in reaction r)Kr(x).

The reaction rate constants κr are parameters of the system, and may or may not be known in
advance.

For example, if the reaction set is r1 : X1 +X2 → 2X3 and r2 : X1 +X3 → X2 then the choice
of mass-action rates implies that K1(x) = κ1x1x2 and K2(x) = κ2x1x3 and the ODE system
becomes:

ẋ1 = −κ1x1x2 − κ2x1x3
ẋ2 = −κ2x1x2 + κ2x1x3

ẋ3 = 2κ3x1x2 − κ2x1x3.
Observe that by definition, the obtained ODE system is polynomial.

By letting fκ(x) = (fκ,1(x), . . . , fκ,n(x)), the steady states of the system are found by solving
the system of polynomial equations

(3) fκ(x) = 0.

Algebraic theory of reaction networks aims to understand the reaction networks near a steady state
by taking advantage of the algebraic structure of the steady state equations.

2. OVERVIEW OF THE CHALLENGES

As already mentioned, the value of the parameters κ is often unknown. Therefore, it is of interest
to study the solutions to equation (3) for all possible values of κ. Furthermore, only positive solu-
tions are relevant in the biological context and hence the object of study are the positive, or maybe
nonnegative, solutions to (3).

Recent work has demonstrated how algebraic tools can be employed to determine properties
of the steady states that do not depend on the choice of parameters κ, and also to determine if
the positive solutions to equation (3) can exhibit some specific property for some choice of the
parameters.

For example, a relevant question in systems biology, because it is associated with cell differenti-
ation and on-off responses, is to determine whether equation (3) admits multiple positive solutions
for some value of the parameters κ. There exist several methods (e.g. [2, 4–6, 14, 15, 17], to name
a few) to determine whether the system will admit a unique positive steady state for all values of κ
or whether multiple such solutions exist for some κ. This question can be studied in relation to the
injectivity of the map fκ.
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Another relevant question, which can be addressed using elimination theory, is to determine
whether there exist elements in the ideal generated by the components of fκ(x) that can be used
for model selection, that is, to determine the reaction network underlying some experimental data
[9, 10, 13].

Finally, models of the same biochemical system might have very different properties depending
on the form of the reactions and the specific details of the models, and therefore the properties of
the steady states may depend on the accuracy of the choice of the model. Some progress has been
made towards understanding how properties at steady state of a submodel or a reduced model relate
to properties of the full model [3, 7, 8, 12], even when the parameters are unknown.

These are some of the questions that have already been addressed, but a complete theory that
links a given reaction network to the emergence of one of the properties above is far from complete.
For instance, there does not exist a general method that can be applied to an arbitrary network to
conclude whether equation (3) can have multiple positive solutions for some choice of parameters.
Moreover, there are other pertinent areas that also require investigation. Perhaps the more relevant is
the lack of a method to divide the parameter space (i.e. the values of κ) into regions where equation
(3) has a different number of solutions.

The talk. In the talk I will start by providing the framework of the theory. I will proceed to give an
overview of questions that are relevant for systems biology, with emphasis on the open questions.
In the last part of the talk I will present some of my own results.

The results I will present involve collaborations with Carsten Conradi, Alicia Dickenstein, Varun
Kothamanchu, Stefan Müller, Georg Regensburger, Anne Shiu, Orkun Soyer, and Carsten Wiuf.
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AN ALGORITHM FOR COMPUTING A MINIMAL COMPREHENSIVE GRÖBNER
BASIS OF A PARAMETRIC POLYNOMIAL SYSTEM

DEEPAK KAPUR, YIMING YANG

ABSTRACT. An algorithm to generate a minimal comprehensive Gröbner basis of a parametric polyno-
mial system from an arbitrary faithful comprehensive Gröbner system is presented. The key idea used
is that of a polynomial being essential with respect to a comprehensive Gröbner basis.

1. INTRODUCTION

The concepts of a comprehensive Gröbner system (CGS) and a comprehensive Gröbner basis (CGB)
were introduced by Weispfenning [14] to associate Gröbner basis like objects for parametric polyno-
mial systems (see also the notion of a related concept of a parametric Gröbner basis independently
introduced by Kapur [1]). For a specialization of parameters, a Gröbner basis of the specialized ideal
can be immediately recovered from the associated CGS and CGB. This property of CGS and CGB
makes them very attractive in applications where a family of related problems can be parameterized
and specified using a parametric polynomial system. For various specializations, they can be solved
by specializing a parametric solution without having to repeat the computations.

Because of their applications, these topics have been well investigated by researchers and a number
of algorithms have been proposed to construct such objects for parametric polynomial systems ([7],
[15],[11], [12], [13], [5], [10], [16], [6], [8], [2], [3]). An algorithm by simultaneously generating a
comprehensive Gröbner system and a comprehensive Gröbner basis by Kapur, Sun and Wang (KSW)
[3] is particularly noteworthy because of its many nice properties: (i) fewer segments (branches) in a
comprehensive Gröbner system generated by the algorithm, (ii) all polynomials in a CGS and CGB
are faithful meaning that they are in the input ideal, and more importantly, (iii) the algorithm has been
found efficient in practice [9].

For the non-parametric case, Gröbner bases have a very nice property: once an admissible term or-
dering is fixed, every ideal has a canonical Gröbner basis associated with it; a canonical Gröbner basis
is not only unique but also reduced and minimal. This property is quite useful in many applications
since equality of two ideals can be easily checked by checking the equality of their unique reduced
minimal Gröbner bases. The goal of this paper is to work towards a similar property for parametric
ideals. The problem addressed is to define a minimal CGB associated with a parametric ideal once an
admissible term ordering (both on the parameters as well as variables) is fixed; this seems to be the
first step toward defining a canonical CGB.

There are some proposals in the literature for defining a canonical CGB which are not satisfactory.
Consider for instance, Weispfenning’s proposal in [15]: without reproducing his definition, we give
an example of a parametric ideal from his paper generated by a basis {f : uy + x, g : vz + x + 1};
Weispfenning reported {f, g, h,−h} as a canonical CGB of the ideal, where h is vz − uy + 1 using
the lexicographic ordering z > y > x > v > u.

We claim that each of f, g, h is essential whereas −h is not: for any specialization σ, if σ(h) is in
a GB of σ(I), then σ(−h) is reducible using σ(h) and vice versa; so only the smaller of the two has
to be in a minimal CGB, which is h because though their leading coefficients only differ on the sign,
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h is monic while −h is not. Obviously both f and g are essential: for σ in which uv 6= 0, σ(f) has
leading term y while both the other two have z; for σ in which v = 0 but u 6= 0, σ(g) has leading term
x while both the other two have y. Further, since h = g − f , the GB theory in the nonparametric case
might also indicate that h is not essential, but that is not true: for the case u = 0, v = 0, σ(I) = 〈1〉,
however, {σ(f) = x, σ(g) = x + 1} cannot be a GB of σ(I) by itself, whence h is essential. Thus
the algorithm proposed in the paper generates {f, g, h} as the minimal CGB of this parametric ideal,
regardless of the order in which these polynomials are checked for essentiality (see Section 4).

Notice from this example that the minimal CGB is not reduced (since h can be reduced using g),
and its specializations are neither reduced nor minimal. There are examples also of minimal CGBs
which are reduced but their specializations are neither reduced nor minimal.

Montes and Wibmer [8] also define an object related to a canonical CGS in [8]; but unfortunately,
this object cannot be used to generate a canonical CGB since elements in the CGS are not faithful, i.e.,
not in the original ideal.

We give an algorithm for generating a minimal CGB from a given CGS having the property that
associated with every segment describing parameter specialization, there is a GB for that specialization
in which every polynomial is in the original ideal, i.e., faithful. For illustration, we use (I,>) as input
to this algorithm, the output CGB, which is the union of all GBs associated with each segment in
CGS, generated by the KSW algorithm. Recall that every polynomial in CGB generated by the KSW
algorithm is faithful since every polynomial in the GB of every segment of its CGS is faithful.

2. PRELIMINARIES

Because of lack of space, we briefly review some key definitions; for a detailed discussion, the
reader can refer to [3]. Let > be an admissible total term ordering in which X � U , variables are
bigger than parameters. Below, we need to compare polynomials as elements of K[U,X] as well as
elements of K[U ][X] using >.

A finite subset CG of a parametric ideal I ⊆ K[U,X] is called a comprehensive Gröbner basis of I
w.r.t. > if and only if for every specialization σ of parameters U in some field L, σ(CG) is a Gröbner
basis of σ(I) w.r.t. the restriction of > considered on terms in X .

It is not required that a CGB be defined for every possible specialization of parameters. Instead, it
can be restricted to be defined on a quasi-variety (i.e., branch).

A comprehensive Gröbner basis (CGB) CG of I w.r.t. > is called minimal if and only if (i) no
proper subset of CG is a CGB of I w.r.t. >, and (ii) the leading coefficient of every polynomial in CG
when viewed as a polynomial in K[U,X] is monic (which is the same as requiring that the leading
coefficient of the polynomial when viewed as a polynomial in variables X is a monic polynomial in
parameters U ). These conditions are needed since we wish to use a minimal CGB to define a canonical
CGB.

A finite set of tuples {(A1, G1), . . . , (An, Gn)} is a comprehensive Gröbner system (CGS) of I
w.r.t. > if and only if and for every σ satisfying Ai, σ(Gi) is a Gröbner basis of σ(I), where each
Ai, called a segment (or branch), is of the form (Ei, Ni), Ai = V (Ei) − V (Ni) (also written as
V (Ei)\V (Ni)), and

⋃
iAi are all possible specializations of U ; σ is said to satisfy Ai if and only if

σ ∈ Ai, Ei is a finite set of polynomials from K[U ], Ni is a finite set of polynomials from K[U ].
A reader should notice that in the above definition of a CGS, it is not required that Gi be a subset of

I; in fact, there are algorithms for computing a CGS of an I in which Gi need not be a subset. A CGS
is called faithful if and only each Gi ⊆ I . Also notice that the above definition of a CGB requires it to
be faithful. The following proposition holds for any CGS generated by the KSW algorithm:
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Proposition 2.1. If a CGS of an ideal I ⊆ K[U,X] w.r.t. an admissible term order > is faithful, for
every branch (Ai, Gi) ∈ CGS, Gi is a CGB of I w.r.t. > on Ai.

3. A POLYNOMIAL ESSENTIAL FOR A COMPREHENSIVE GRÖBNER BASIS

The key concept used in our algorithm for the generation of a minimal CGB CG of an ideal I is
that of a polynomial in CG being essential for a CGB.

A polynomial p is called essential w.r.t. a given CGB CG of I if and only if there is a specialization
σ such that for any polynomial q ∈ CG− {p}, LT (σ(q)) cannot divide LT (σ(p)).

Theorem 3.1. For a given CGB CG of I , (i) if p is not essential w.r.t. CG, then CG − {p} is also a
CGB of I; (ii) if p ∈ CG is essential w.r.t. CG, then p remains essential w.r.t. any CGB of I that is a
subset of CG.

Consider the example in Section 1. It is easy to see that only one of h and−h can be essential since
for every specialization σ, if σ(h) is in a GB of σ(I), then σ(−h) = −σ(h) need not be in the GB.

A polynomial p is said to be covered by a finite set Q = {q1, . . . , qn} of polynomials over a set
A of specializations on parameters iff for every σ ∈ A, there is some qi ∈ Q such that LT (σ(qi))
divides LT (σ(p)) (thus, σ(qi) is used for reduction whenever σ(p) needs to be used). The essentiality
of p w.r.t. CG is checked by determining whether it can be covered by polynomials in CG−{p} over
a subset of parameter specializations for which p is needed. We can optimize this check by having
access to the CGS from which a CGB CG of I is computed. In this paper, we assume CGS is the
minimal one computed by KSW algorithm. Let Bp = {(Aj , Gj)}j∈J be a family of branches in CGS
with p ∈ Gj for each j ∈ J . Then it’s enough to consider branches in Bp, since p is guaranteed to be
covered over all the others.

In each branch (Ai, Gi) ∈ Bp, let Gcan be the subset of CG − Gi such that each g ∈ Gcan
contains some term in X dividing the leading term of p in X . If there is some g ∈ Gcan such
that ∀σ ∈ Ai, LT (σ(g)) | LT (σ(p)), then p is covered over this branch and replaced by g ∈ Gi.
Otherwise, if LT (σ(g)) | LT (σ(p)) for σ ∈ Aic $ Ai, then Ai is partitioned into Aic and Ain, and
then specializations in Ain needs to be considered for covering of p using G′

cand = Gcand − {g}. The
checking on Ai continues until either we find some Aess ⊆ Ai such that LT (σ(p)) is not divisible
by LT (σ(Gcan)), whence p is essential and the procedure terminates; or we achieve a partition of
Ai (possibly just {Ai}) such that LT (σ(p)) is divisible by LT (σ(Gcan)) for ∀σ ∈ Ai, with possibly
different polynomials in Gcan w.r.t. the respective subsets of Ai; afterward, we continue to the next
branch in Bp.

If p is covered for every branch in Bp, the procedure terminates declaring p as non-essential.

Lemma 3.2. Given a polynomial p in a CGB CG of I , p is not essential w.r.t. CG if and only if
for every branch (Ai, Gi) in the associated CGS of I such that p ∈ Gi, and for every specialization
σ ∈ Ai, LT (σ(p)) is divided by LT (σ(q)) for some q ∈ CG\{p}.
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4. ALGORITHM FOR GENERATING A MINIMAL COMPREHENSIVE GRÖBNER BASIS

Using the results from the previous section, we informally discuss below an algorithm for comput-
ing a minimal CGB due to lack of space; for a more detailed and formal account, as well as proofs,
the reader can refer to [4].

Given an ideal I ⊆ K[U,X] and a term ordering >, we first compute a comprehensive Gröbner
system CGS and a comprehensive Gröbner basis CG of I w.r.t. > using the KSW algorithm. Poly-
nomials in each branch of CGS as well as every polynomial in CG are assumed to require that their
leading coefficient is a monic polynomial over the given parameter ring.

Every polynomial p in CG is checked for being essential w.r.t. CG using the procedure described
in Section 3, starting with the maximal polynomial in CG w.r.t. > and iterating in descending order.
There are two outcomes:

(1) p is not essential: p is not in a minimal CGB generated from CG and can be removed from
CG. Further, for checking the essentiality of other polynomials in the updated CG, CGS is
updated by replacing each occurrence of p in Gi by the polynomial(s) in CG − Gi covering
p for Ai. In particular, if there are multiple polynomials covering p for Ai, then this branch
is split into a set of new branches: {(Aij , Gij)}j∈J , in which each Gij is got from Gi by
replacing p by the polynomial making p covered for the specializations in Aij , respectively.
The algorithm also substitutes these new branches for (Ai, Gi) to update CGS.

(2) p is essential: In this case, p is retained and will be part of a minimal CGB generated from
CG. CGS does not change.

In every iteration in which p is checked for being essential, the following invariant holds:

(1) CGS is a CGS of I w.r.t. >,
(2) the leading coefficient of every polynomial in CGS when viewed as an element in K[U,X] is

monic, and
(3) CG is the union of polynomials in Gi’s from CGS and is a CGB of I w.r.t. >.

It is easy to see that the algorithm terminates. Upon termination, CG is guaranteed to be an MCGB
since it only contains essential polynomials w.r.t. CG.

To illustrate the algorithm, given F = {vx + (u − v)y + (u + v)z, (−u + v)x + (u + v)y −
vz} ⊆ K[u, v][x, y, z] and a lexicographic order with x > y > z > u > v, by the KSW algo-
rithm, we get CGS = {(A1 = (∅, {(u2 − uv + 2v2)v}), G1 = {f1, f2}), (A2 = ({u2 − uv +
2v2}, {v}), G2 = {f2, f3}), (A3 = ({u, v}, {1}), G3 = ∅), (A4 = ({v}, {u3}), G4 = {f2, f4})} and
CG = {f1, f2, f3, f4}, where f1 = (u2−uv+2v2)y+(u2− 2v2)z, f2 = vx+(u− v)y+(u+ v)z,
f3 = (u2−uv+2v2)x+(−4u2+4uv−8v2)y+(−3u2+3uv+8v2)z, f4 = ux−2vy+(u+2v)z.

The checking order w.r.t. > is f3 > f4 > f2 > f1. For f3, it’s covered by f1 in A2, the only branch
in which f3 appears, thus f3 is not essential. CG := CG−{f3} and we replace f3 by f1 in G2. Then
f4 is essential due to A4, f2 is essential due to a subset of A1, which is ({u}, {v(u2 − uv + 2v2)}),
and f1 is essential due to a subset of A1, which is (∅, {uv(u2 − uv + 2v2)}).

As a result, M = {f1, f2, f4} is a minimal CGB of 〈F 〉 w.r.t. >. If polynomials in the CGB
generated by the KSW algorithm are checked for essentialness in random order, then there can be
three minimal CGBs generated: M , M ′ = {f1, f3, f4}, M ′′ = {f1, f2, f3}, withM being minimal
among them by extending the polynomial ordering on sets of polynomials.

5. TOWARDS A CANONICAL COMPREHENSIVE GRÖBNER BASIS

Since our ultimate goal is to define the concept of a canonical comprehensive Gröbner basis asso-
ciated with a parametric ideal I , we list below some desired properties of such a CGB:
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(1) Uniqueness: Given an admissible total term ordering, it should be unique for a given paramet-
ric ideal I .

(2) Faithfulness: Every polynomial in it should be in I .
The uniqueness property implies that a canonical CGB should be minimal, as otherwise, from a

nonminimal canonical CGB, it is possible to identify its proper subset which is also canonical thus
contradicting the uniqueness property. The uniqueness property also implies that it should be reduced
since otherwise, a polynomial that can be reduced, can be replaced by its reduced form, violating the
uniqueness property.
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GRÖBNER BASES AND NONASSOCIATIVE ALGEBRAS. SOME APPLICATIONS

MANUEL LADRA

ABSTRACT. We will give some applications of Gröbner bases in some specific nonassociative al-
gebras. Specifically, we provide proofs of Poincaré-Birkhoff-Witt theorem for universal enveloping
algebras of finite-dimensional Leibniz n-algebras using Gröbner bases in a free associative algebra
or we classify these algebras in low dimensions.

In 1965, Buchberger [2] introduced the notion of Gröbner bases for commutative polynomial
ideals and an algorithm for their computation. The Gröbner bases provide algorithmic methods to
some of the most basic problems in algebraic geometry but are applied also in such diverse areas
as cryptography, automated theorem proving in geometry, coding theory, graph theory, statistics,
optimization, etc. The theory of Gröbner bases in multivariate polynomial rings over a field is very
well known.

Beforehand, in 1962, Shirshov [6] suggested essentially the same ideas for Lie polynomials in
Lie algebras.

In 1978, Bergman [1] developed the theory of Gröbner bases for associative algebras by proving
the diamond lemma. His idea is a generalization of Buchberger’s theory and it has many applica-
tions. For noncommutative algebras, Gröbner bases are not guaranteed to be finite.

We recall some of definitions of Gröbner bases in commutative and non-commutative associative
algebras summarizing computational differences and similarities when computing Gröbner bases in
polynomial rings and non-commutative associative algebras.

In fact, they developed a universal way of computing a basis of an arbitrary algebra of a certain va-
riety. Everything reduces to the properties of relations in the algebra. Shirshov introduced the notion
of a composition of Lie polynomials and the notion of a set of polynomials closed under composi-
tion. Later on, the sets closed under composition were called the Gröbner bases in the commutative
case and considering that Shirshov’s method works for associative algebras, Shirshov’s theory for
Lie algebras and their universal enveloping algebras is called as well the Gröbner-Shirshov basis
theory.

Later, we remember some definitions of specific non-associative algebras (Lie algebras, Leib-
niz algebras, Leibniz n-algebras) and we will apply the Gröbner basis theory to prove Poincaré-
Birkhoff-Witt in their universal enveloping algebras or classify them in low dimensions (see [3, 4,
5]).
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SPARSE MODELING AND APPLICATIONS

BERNARD MOURRAIN

ABSTRACT. Recovering the structure of a phenomena, a signal or a shape from a set of measure-
ments or observations is a problem which appears in many contexts. We consider here the recon-
struction problem of exponential polynomials from truncated moment sequences. Gaspard-Clair-
François-Marie Riche de Prony proposed in 1795 a method to solve this problem for functions of one
variable. We describe a generalization in several variables. An ingredient of the approach is a flat
extension property, which is related to the commutation property of multiplication operators. This is
closely connected to border basis computation. We exploit these techniques in a new algorithm to
compute the decomposition of series as sums of exponentials. The method is illustrated on several
applications, including sparse interpolation, vanishing ideal of points, tensor decomposition.

1. INTRODUCTION

In many context of applications, it is nowadays possible to recover a huge amount of information
on a phenomenon that we want to analyse. Sensors, scanners, etc. can produce a deluge of data,
which in principle should be helpful to identify the corresponding physical problem or the underly-
ing geometry. But to reduce the complexity of treatment of this huge data set, one usually aims at
modeling it by functions which are simpler to manipulate. Recovering this underlying structure boils
down to determine a good functional space, in which the function has a sparse representation with
few non-zero coefficients and to compute effectively such a representation. This problem known as
sparse modeling has an important applications in many domains such as Signal Processing, Image
Analysis, Computer Vision, Statistics ...

Hereafter, we concentrate on the following special reconstruction problem:
Problem (Reconstruction from truncated moment sequences): Given the first coefficients

σα ∈ C (up to a degree d) of the series σ(z) =
∑

α∈Nn σα
1
α!z

α, recover the decomposition:

r∑

i=1

ωi(z)eξi,1z1+···+ξi,nzn ,

that is, the number r of terms, the points ξ1, . . . , ξr ∈ Cn and the polynomial coefficients ωi(z) ∈
C[z]. Hereafter, e

ξ
(z) = eξ1z1+···+ξnzn for ξ = (ξ1, . . . , ξn) ∈ Cn .

Many works have been developed in the one dimensional case (n = 1), which refers to the
well-known problem of parameter estimation for exponential sums. The first contribution on this
problem is probably due to Gaspard-Clair-François-Marie Riche de Prony in 1795 [4], who pro-
posed to construct a recurrence relation of minimal size and then to find the roots of the associated
characteristic polynomial.
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2. MULTIVARIATE TRUNCATED MOMENT PROBLEM

We describe here a generalization of Prony’s method in several variables and its main ingredients.
Hereafter, K i a field of characteristic 0 and K its algebraic closure.

2.1. Duality. The dual space R∗ = HomK(K[x],K) of the ring of polynomials R = K[x] is the
natural isomorph to the ring of formal power series K[[z1, . . . , zn]] = K[[z]]. Namely, if Λ ∈ R∗ is
an element of the dual of R, it can be represented by the series:

Λ(z) =
∑

α∈Nn
Λ(xα)

zα

α!
∈ K[[z]],

This duality is given by the following pairing:

K[[z]]×K[x] → K

(zα,xβ) 7→ 〈zα|xβ〉 =

{
α! if α = β
0 otherwise .

so that we have 〈Λ(z)|xα〉 = Λ(xα).
By construction, the dual space HomK(K[x],K) ≡ K[[z]] has a natural structure ofK[x]-module,

defined as follows: ∀σ(z) ∈ K[[z]], ∀p(x), q(x) ∈ K[x],

〈p(x) ? σ(z)|q(x)〉 = 〈σ(z)|p(x)q(x)〉.

2.2. Hankel operators.

Definition 2.1. The Hankel operator associated to an element σ(z) ∈ K[[z]] is

Hσ : K[x] → K[[z]]

p(x) 7→ p(x) ? σ(z).

The kernel Iσ = {p ∈ K[x]|p ? σ = 0} of Hσ is an ideal of K[x]. Let Aσ = K[x]/Iσ be the
associated quotient algebra.

Definition 2.2. For any σ(z) ∈ K[[z]], the inner product associated to σ(z) on K[x] is

K[x]×K[x] → K
(p(x), q(x)) 7→ 〈p(x), q(x)〉σ := 〈σ(z)|p(x)q(x)〉

Since ∀p(x), q(x) ∈ K[x], 〈p(x) + Iσ, q(x) + Iσ〉σ = 〈p(x), q(x)〉σ, 〈., .〉σ induces an inner
product on Aσ.

We use the following properties [5]. If σ(z) =
∑r

i=1 ωi(z)e
ξi

(z) with ωi(z) ∈ K[z] \ {0}, then

• the inner product 〈., .〉σ is non-generate on Aσ = K[x]/Iσ.
• the rank of Hσ is

∑r
i=1 µi where µi is the dimension of the vector space spanned by ωi(z)

and all its derivatives ∂α1
z1 · · · ∂αnzn ωi(z) for α = (α1, . . . , αn) ∈ Nn;

• the variety VK(Iσ) is the set of points ξ1, ξ2, . . . , ξr ∈ Kn, with multiplicity µ1, . . . , µr.
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2.3. The support of σ. We consider now the problem of computing the support VK(Iσ) = {ξ1, . . . , ξr}
of a series σ =

∑r
i=1 ωi (z)e

ξi
(z) from its Hankel operator Hσ.

We use classical results on the resolution of polynomial equations by eigenvalue and eigenvector
of the operators of multiplicationMg by g in the quotient algebra A and their transposed :

Proposition 2.3. Let I be an ideal of R = K[x] and suppose that VK(I) = {ξ1, ξ2, . . . , ξr}. Then

• for all g ∈ A, the eigenvalues of Mg and M t
g are the evaluations at the polynomial g,

namely g(ξ1), . . . , g(ξr),
• The eigenvectors common to all M t

g with g ∈ A are - up to a scalar - the evaluations
eξ1 , . . . , eξr .

Hereafter,A = K[x]/I is the quotient algebra of K[x] by any ideal I andA∗ = HomK (A,K) is
the dual ofA. It is naturally identified with the orthogonal I⊥ = {Λ ∈ K[[z]] | ∀p ∈ I, 〈Λ, p〉 = 0}.

For our decomposition problem for which I = Iσ andA = Aσ = K[x]/Iσ, we use the following
property: For any g ∈ K[x], we have

(1) Hg?σ = M t
g ◦Hσ = Hσ ◦Mg.

This allows us to recover the points VK(Iσ) = {ξ1, ξ2, . . . , ξr} which appears in the exponential
part of σ, by eigenvector or eigenvalue computation.

2.4. Flat extensions. To solve the truncated moment problem, we use a characterization of all
possible extension of the truncated series that have finite rank.

For σ ∈ K[[z]] and two subsets B,B′ ofM, we denote by HB,B′
σ the following map:

HB,B′
σ : 〈B〉 → 〈B′〉∗

p(x) 7→ p(x) ? σ(z)|〈B′〉.

Definition 2.4. For any matrix H which is a submatrix of another matrix H ′, we say that H ′ is a
flat extension of H if rankH = rankH ′.

To find the decomposition of σ, we use the following result [7]:

Theorem 2.5. Let B,C be subsets of of M connected to 1 such that B+ ⊂ C, rankHB
σ =

rankHC
σ = |B|. Then B is a basis of Aσ and Iσ = (kerHB+

σ ).

2.5. Computing the decomposition. The algorithm to construct the decomposition of σ(z) =∑r
i=1 ωi(z)eξi(z) proceeds as follows:

• Compute incrementally orthogonal polynomials for the inner product 〈., .〉σ, until the flat
extension criteria is satisfied.
• Deduce a basis B of Aσ, a border basis of Iσ with respect to B and the operators of multi-

plication Mxi (i = 1, . . . , n) in this basis.
• Compute the common eigenvectors of the transposed operators M t

xi and deduce the roots
VK(Iσ) = {ξ1, ξ2, . . . , ξr}.
• Deduce the weights ωi(z) by solving a linear system.
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3. APPLICATIONS

3.1. Sparse interpolation. The problem of sparse polynomial interpolation consists in recovering
the monomials in the support of the polynomial and their non-zero coefficients, from the evaluation
of the polynomial at some points:

(2) p(x1, . . . , xn) =
∑

a∈A
wax

a

with the support A ⊂ Zn of size r and ωa ∈ K \ {0}. We want to recover the number r of terms,
the support A and the coefficients ωa.

By transforming the sparse polynomial p into an exponential polynomial and by applying the
method described in Section 2, we recover the sparse decomposition.

3.2. Vanishing ideal of points. We consider here the problem of computing the vanishing ideal of
a given set of points ξ1, . . . , ξr ∈ Kn, that is, the ideal of polynomials that vanish at these points. By
taking σ(z) =

∑r
i=1 eξi(z) =

∑
α∈Nn

1
α!σαz

α. Its coefficients are σα = 1
r

∑r
i=1 ξ

α
i for α ∈ Nn.

and by applying the method described in Section 2, we obtain a basis B of Aσ, and a border basis
with respect to B generating the vanishing ideal Iσ.

3.3. Tensor decomposition. We consider an homogeneous polynomial T (x0, . . . , xn) ∈ K[x0, . . . , xn]
of degree d ∈ N. The (symmetric) tensor decomposition problem consists in finding the least num-
ber r of linear forms l1, . . . , lr and non-zero weights ω1, . . . , ωr ∈ K such that

(3) T (x0, . . . , xn) =

r∑

i=1

ωili(x0, . . . , xn)d.

The problem of decomposition of T can be reformulated as the problem of decomposing a series
σ(z) as a sum of exponential polynomials, when the first coefficients σα (|α| 6 d) are known. See
[3, 2].

REFERENCES

[1] M. Abril Bucero and B. Mourrain. Border Basis relaxation for polynomial optimization.
http://hal.inria.fr/hal-00981546.

[2] A. Bernardi, J. Brachat, P. Comon, and B. Mourrain. General Tensor Decomposition, Moment Matrices and Appli-
cations. Journal of Symbolic Computation, 52(May):51–71, May 2013.

[3] J. Brachat, P. Comon, B. Mourrain, and E. Tsigaridas. Symmetric tensor decomposition. Linear Algebra and Appli-
cations, 433:1851–1872, 2010.

[4] Baron Gaspard Riche de Prony. Essai expérimental et analytique: sur les lois de la dilatabilité de fluides élastique et
sur celles de la force expansive de la vapeur de l’alcool, à différentes températures. J. Ecole Polyt., 1:24–76, 1795.

[5] M. Elkadi and B. Mourrain. Introduction à la résolution des systèmes polynomiaux, volume 59 of Mathématiques &
Applications (Berlin) [Mathematics & Applications]. Springer, Berlin, 2007.

[6] J.-B. Lasserre, M. Laurent, B. Mourrain, P. Rostalski, and P. Trébuchet. Moment matrices, border bases and real
radical computation. J. Symbolic Comput., 51:63–85, 2013.

[7] M. Laurent and B. Mourrain. A generalized flat extension theorem for moment matrices. Arch. Math. (Basel),
93(1):87–98, July 2009.

Inria Sophia Antipolis Méditerranée
E-mail address: Bernard.Mourrain@inria.fr

32



TRIANGULACIONES UNIMODULARES DE POLITOPOS RETICULARES

FRANCISCO SANTOS

ABSTRACT. We review recent and not-so-recent results about unimodular triangulations of lattice
polytopes, and their relation to commutative algebra and (toric) algebraic geometry. In particular, we
report on a new proof of the classical result by Kempf, Knudsen, Mumford and Saint-Donat (1973)
saying that for every lattice polytope P there is a certain dilation factor c such that cP admits a
regular unimodular triangulation.

A lattice polytope is a polytope with integer vertices (or with vertices lying in a point lattice). Put
differently, it is the convex hull of a finite set of integer points in Euclidean space. A d-polytope is a
polytope of dimension d. A triangulation (decomposition into simplices that intersect properly) of
a lattice polytope is unimodular if all simplices are unimodular with respect to the lattice, that is, if
their vertex sets are affine lattice bases.

Unimodularly triangulating a lattice polytope has applications ranging from Enumerative Combi-
natorics, to Integer Programming, to Algebraic Geometry. Sometimes the triangulations are required
or seeked with additional properties, such as being regular and/or flag.

For example, let P be a lattice d-polytope, and identify P with P × {1} ⊂ Rd+1. Let σP be the
polyhedral cone generated by P × {1}. Then:

• Commutative algebraic properties of the graded semigroup ring RP = K[σP ∩ Zd+1] can
be related to properties of the lattice points in P . For example, if every lattice point in k ·P
decomposes as the sum of k lattice points in P then RP is generated by its elements of
degree one. If this happens we say that P is an integrally closed polytope, and a sufficient
condition for it is that it has a unimodular triangulation (in fact, it is enough if P has a
unimodular cover; that is, if it can be expressed as a union of unimodular simplices).
• In turn, if P is integrally closed then the lattice points in P form a Hilbert basis for the set

of integer points in σP , of interest in integer programming.
• The Hilbert series ofRP is nothing but the sequence counting the number of lattice points in

the different dilations of P . In geometric combinatorics this is known as the Ehrhart series
of P and its generating function can be always written as

∑

k≥0
#(kP ∩ Zd) tk =

h∗P (t)
(1− t)d+1

,

where h∗P (t) is a certain polynomial of degree ≤ d. If P has a unimodular triangulation
T , then h∗ is nothing but the combinatorial h-polynomial of T , easily computable form the
vector (f0, . . . , fd) of faces of T of different dimensions.
• Associated to P and σ is also the affine toric variety

UP = SpecK[σ∨P ∩ Zd+1],
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where σ∨P is the cone dual to σP . UP has a single singular point, at the origin (and is in
fact a cone over this point). Resolutions of this singularity are closely related to unimodular
triangulations of P . (More precisely, crepant projective resolutions of this singularity are
in bijection to regular unimodular triangulations of P ).

These crepant birational morphisms appear in the high-dimensional McKay correspon-
dence for Gorenstein quotient singularities Cd/G, proven by Batyrev.

Related to the latter item in the above list, one of the earliest, and to this day one of the most strik-
ing, results involving unimodular triangulations is the stable reduction theorem of Kempf, Knudsen,
Mumford and Saint-Donat [2]. They showed that in characteristic zero, every one-dimensional
family can be resolved so that the exceptional locus is a normal crossing divisor. They achieved
this by reducing the statement to the case of “toroidal” singularities. The combinatorial core of the
argument is the following result from [3]:

Theorem 0.1 (Knudsen-Mumford-Waterman [3]). Let P be a lattice polytope. Then there is a
c ∈ N such that c · P has a regular unimodular triangulation.

In this statement a regular triangulation of P is one whose simplices are the domains of linearity
of a convex and piecewise-affine function defined on P .

In this talk I will present several recent results on unimodular triangulations of lattice polytopes.
The highlight is a new proof of the KMW Theorem stated above that includes a bound on the

constant c. Our bound is doubly exponential in the dimension and the volume of P (of type dd
d2V

)
but is an improvement over the original proof which did not come with an explicit bound. (and any
bound derived from the original proof would involve a tower of exponentials of length related to the
volume of P .

This is joint work with C. Haase, A. Paffenholz and L. Piechnik [1]. Some results about three-
dimensional dilations are joint with Günder M. Ziegler [4].
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NEW POLYNOMIAL OPTIMIZATION ALGORITHM USING BORDER BASIS

MARTA ABRIL BUCERO AND BERNARD MOURRAIN

ABSTRACT. A relaxation method based on border basis reduction which improves the efficiency of
Lasserre’s approach is proposed to compute the optimum of a polynomial function on a basic closed
semi algebraic set. A new stopping criteria is given to detect when the relaxation sequence reaches
the minimum, using a sparse flat extension criteria. We also provide a new algorithm to reconstruct a
finite sum of weighted Dirac measures from a truncated sequence of moments, which can be applied
to other sparse reconstruction problems. As an application, we obtain a new algorithm to compute
zero-dimensional minimizer ideals and the minimizer points.

EXTEND ABSTRACT

Computing the global minimum of a polynomial function f on a semi-algebraic set is a diffi-
cult but important problem, with many applications. A relaxation approach was proposed in [6]
which approximates this problem by a sequence of finite dimensional convex optimization prob-
lems. These optimization problems can be formulated in terms of linear matrix inequalities on
moment matrices associated to the set of monomials of degree ≤ t ∈ N for increasing values of
t. They can be solved by Semi-Definite Programming (SDP) techniques. The sequence of minima
converges to the actual minimum f∗ of the function under some hypotheses [6]. In some cases, the
sequence even reaches the minimum f∗ in a finite number of steps [8, 16, 10, 2, 4, 14]. This ap-
proach proved to be particularly fruitful in many problems [7]. In contrast with numerical methods
such as gradient descent methods, which converge to a local extremum but with no guaranty for the
global solution, this relaxation approach can provide certificates for the minimum value f∗ in terms
of sums of squares representations.

From an algorithmic and computational perspective, some issues need however to be considered.

• How to reduce the size of the moment matrices? The size of the SDP problems to be solved
is a bottleneck of the method. This size is related to the number of monomials of degree≤ t
and is increasing exponentially with the number of variables and the degree t. Many SDP
solvers are based on interior point methods which provide an approximation of the optimal
moment sequence within a given precision in a polynomial time [13]. Thus reducing the
size of the moment matrices or the number of parameters can improve significantly the
performance of these relaxation methods. We address this issue using polynomial reduction
with border basis due to their numerical stability [11, 12].
• When is the minimum reached? A new stopping criteria is given to detect when the re-

laxation sequence reaches the minimum, using a flat extension criteria from [9]. We also
provide a new algorithm to reconstruct a finite sum of weighted Dirac measures from a
truncated sequence of moments. This reconstruction method can be used in other problems
such as tensor decomposition [1] and multivariate sparse interpolation [3]
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• How to recover the minimizer ideal? Computing the points where this minimum is reached
if they exist, is critical in many applications. Determining when and how these minimizer
points can be computed from the relaxation sequence is a problem that has been adressed
for instance in [5, 15] using of kernel of full moment matrices

We present a new algorithm to obtain the minimum of a real polynomial function f in a semialge-
braic set G = (G0, G+) where G0 is a set of equalities and G+ is a set of inequalities non negatives
and we suppose that the numbers of minimizer points is finite. We compare our algorithm with
the full moment matrix relaxation algorithm (implemented in c++ in the same environment that
our algorithm) described in [7], which is also implemented in the package Gloptipoly of Matlab
developed by D. Henrion and J.B. Lasserre.

When there are equality constraints, the border basis computation reduces the size of the moment
matrices, as well as the localization matrices associated to the inequalities. This speeds up the SDP
computation. In the case where there are only inequalities, the size of the moments matrices is
the same but the algorithm which verifies the flat extension and the algorithm which computes the
minimizers are more efficient and quicker than the reconstruction algorithm used in the full moment
matrix relaxation approach. The performance is not the only issue: numerical problems can also
occur due to the bigger size of the moment matrices in the flat extension test and the reconstruction
of minimizers.

The experiments show that when the size of the SDP problems becomes significant, most of
the time is spent during sdpa computation and the border basis time and reconstruction time are
negligible. In all the examples, the new border basis relaxation algorithm outperforms the full
moment matrix relaxation method.
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COMPUTING JUMPING NUMBERS AND MULTIPLIER IDEALS IN
TWO-DIMENSIONAL REGULAR LOCAL RINGS

MARIA ALBERICH-CARRAMIÑANA, JOSEP ÀLVAREZ-MONTANER, AND FERRAN DACHS-CADEFAU

ABSTRACT. We give a new algorithm that computes the jumping numbers with their multiplicities
and multiplier ideals of any ideal in a regular two-dimensional local ring.

INTRODUCTION

Multiplier ideals and jumping numbers are invariants associated to ideals which encode relevant
information about their structure. When dealing with 2-dimensional local regular rings, as it is the
case of this note, the jumping numbers and multiplier ideals of a fixed ideal are determined by the
divisors appearing in the resolution of the ideal.

Recently, several authors provided formulae to compute the jumping numbers for complete ideals
of 2-dimensional local regular rings. In the case of irreducible plane curves and simple complete
ideals, Järvilehto [6] and Naie [9] give closed formulae to compute the jumping numbers. For
complete ideals and multibranched curves, Tucker [11] presents an algorithm to compute the set of
jumping numbers. In the case of the smallest jumping number, the so called log-canonical threshold,
is given by Kuwata [7] and Galindo, Hernando and Monserrat [5].

This note presents a new algorithm, which computes the jumping numbers and multiplier ideals
of any ideal or plane curve, through a completely different approach from Tucker’s one. This
algorithm computes the jumping numbers in any desired interval in a sequential way: starting from
a jumping number, it computes the jumping numbers immediately after it (by the increasing ordering
in the real line) and, these new jumping numbers are is achieved directly by computing a minimum
among a finite set of rational numbers.

1. BASICS

This first part introduces the notions of multiplier ideal, jumping number and multiplicity and
some basic properties that will be useful in the forthcoming sections.

LetX be a smooth complex surface of dimension two andOX,O the ring of germs of holomorphic
functions in a neighbourhood of a smooth point O ∈ X , for example, one can consider X = C2

and OX,O = C{{x, y}}. If the point O is clear from the context, OX,O will be denoted simply as
OX .

Let a ⊆ OX be an m-primary ideal different from zero and c ∈ Q>0. Let π : X ′ → X be a
log-resolution of the ideal a, Kπ the relative canonical divisor of the resolution and F the divisor
defined as a · OX′ = OX′(−F ). The multiplier ideal associated to a and c is

J (ac) = π∗OX′(Kπ − bcF c).
It is worth to notice that, for all c ∈ Q, J (ac) is a complete ideal, and moreover, J (ac) = J (āc) .
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The set of all λi’s, with 0 < λ1 < λ2 < ... such that J (ac) = J (aλi) for c ∈ [λi, λi+1) and
J (aλi+1)  J (aλi) for each i that form a nested sequence of ideals:

OX ! J (aλ1) ! J (aλ2) ! ... ! J (aλi) ! ...

are known as jumping numbers. Applying Skoda’s Theorem (see [8, Theorem 9.6.21]), it is enough
to compute the jumping numbers in the interval (0, 2] for the case of complete ideals and, when
dealing with curves, it is enough to compute them in the interval (0, 1).

The first jumping number, λ1, is called log-canonical threshold. Järvilehto [6] generalizes this
definition to the notion of log-canonical threshold of an ideal a with respect to another ideal b:

λb = λab = inf{λ ∈ Q>0 | b * J (ac)}.
In addition, he proves that the set of jumping numbers coincides with the set of log-canonical thresh-
olds of a with respect to another ideal.

Due to the fact that a is an m-primary complete ideal, its associated multiplier ideals J (ac) are
also m-primary ideals. Allowing to consider their codimension as C-vector spaces. The multiplicity
of λi as jumping number is the codimension as C-vector space of J (aλi) in J (aλi−1).

2. TUCKER’S ALGORITHM

This section introduces Tucker’s algorithm [11] which computes the jumping numbers of an
ideal using the notion of critical contribution. Given two consecutive multiplier ideals J (aλi−1) !
J (aλi), we define a critical divisor G associated to λi as the reduced divisor that detects a jump
minimally:

J (aλi−1) ⊇ π∗OX′(Kπ − bλiF c+G) ! J (aλi) .

Moreover, λ is said to be a candidate jumping number for some divisor G, if ordEi(Kπ − λF ) is
an integer for all prime divisors Ei 6 G. Using this notions, Tucker gives the following algorithm:

Algorithm 2.1 (Tucker, 2010). Input: a ⊆ OX,O.
Output: List of Jumping Numbers of a.

(1) Compute the set of all candidate jumping numbers.
(2) Find all possible critical divisors using a criterion that he provides in his article (see [11]).
(3) Find which candidate jumping numbers can be realized as jumping number associated to a

critical divisor.

It is worth to point out that this algorithm also works when the surface X has rational singulari-
ties.

3. AN ALGORITHM TO COMPUTE THE JUMPING NUMBERS AND MULTIPLIER IDEALS

This section describes an algorithm that computes sequentially the chain of multiplier ideals:

OX ! J (aλ1) ! J (aλ2) ! ... ! J (aλj ) ! ...

Namely, given any jumping number λj−1, the algorithm provides its associated multiplier ideal
J (aλj−1), computes the next jumping number λj simply as a minimum of a finite set of rational
numbers and repeats the process. The main advantage of this algorithm with respect to Tucker’s
algorithm is that it avoids computing of all the candidate jumping numbers and possible critical
divisors.
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To describe the multiplier ideal we will use the equivalence between m-primary complete ideals
and antinef divisors. In general, the divisor Kπ − bλF c is not antinef, but thanks to the unloading
procedure described in [3, Section 4.6.], one can construct, the unique antinef divisorDλ satisfying:

J (aλ) = π∗OX′(Kπ − bλF c) = π∗OX′(−Dλ) .

Let a ⊆ OX be an m-primary ideal such that a · OX′ = OX′(−F ) with F =
∑
eiEi being an

effective divisor, and Kπ =
∑

i kiEi be the relative canonical divisor.

Theorem 3.1. Let λj−1 be a jumping number of an m-primary ideal a ⊆ OX , such that a · OX′ =

OX′(−F ) with F =
∑
eiEi being an effective divisor. Let Dλj−1

=
∑
e
λj−1

i Ei be the antinef
closure of Kπ − bλj−1F c. Then,

λj = min
i

{
ki + 1 + e

λj−1

i

ei

}

is the jumping number consecutive to λj−1.

This theorem allows us to give the following algorithm to compute the jumping numbers and
multiplier ideals:

Algorithm 3.2. Input: Weighted cluster of base points of a ⊆ OX,O.
Output: List of jumping numbers of a and its corresponding multiplier ideals and their multiplic-
ities.
For j from 1 to s (until λs = 1 in case of curves and λs = 2 for ideals), incrementing by 1
(Step j)

• Jumping number: Compute

λj = min
i

{
ki + 1 + e

λj−1

i

ei

}
.

• Multiplier ideal: Compute the antinef closure Dλj of Kπ − bλjF c using the unloading
procedure.

Moreover, rewriting proposition 4.7.1 of Casas-Alvero in [3] in terms of divisors, one can com-
pute easily the multiplicity m(λj) of the jumping number using the following formula:

m(λj) =
Dλj (Dλj +Kπ)

2
− Dλj−1

(Dλj−1
+Kπ)

2
The main difference between this algorithm and Tucker’s algorithm is the way to find jumping

numbers. In this method, each jumping number is computed as the log-canonical threshold with
respect to the multiplier ideal associated to the previous jumping number. In addition, this algorithm
gives as output not only the jumping numbers, but the associated multiplier ideals as well. It is
worth to point out that one can extend Tucker’s algorithm in order to compute the multiplier ideal
associated to each jumping number using the unloading procedure.

Both algorithms have been implemented in Macaulay2. The proposed algorithm is faster than
the extended version of Tucker’s algorithm, since we do not need to find all the possible critical
divisors. For example, we have tested the case of an m-primary ideal a with 56986 jumping numbers
in the interval (0, 2]. Using Tucker’s algorithm it takes 4360.2 seconds to compute them all but the
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proposed algorithm method needs only 2559.01 seconds. That is, roughly speaking 30 minutes
faster.
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HILBERT’S NULLSTELLENSATZ AND POLYNOMIAL DYNAMICAL SYSTEMS

CARLOS D’ANDREA, ALINA OSTAFE, IGOR E. SHPARLINSKI, AND MARTÍN SOMBRA

ABSTRACT. We use an explicit form of Hilbert’s Nullstellensatz to estimate the largest prime and
the number of primes p such that a reduction modulo p of a zero dimensional variety overQ becomes
of positive dimension. We apply these estimates to studying cyclic points of polynomial dynamical
systems in finite fields.

1. INTRODUCTION

Let F be an arbitrary field and

(1) F = {F1, . . . , Fm}, F1, . . . , Fm ∈ Z[X1, . . . , Xm],

a system of be m polynomials in m variables over Z. For each i = 1, . . . ,m we define the k-th
iteration of the rational function Fi by the recurrence relation

(2) F
(0)
i = Xi, F

(n)
i = Fi

(
F

(n−1)
1 , . . . , F (n−1)

m

)
, n = 1, 2, . . . ,

see [2, 12, 13] for a background on dynamical systems associated with such iterations.
Given a vector u ∈ Cm over the complex numbers, we define the orbit of u, which we denote by

OF ,u, as the sequence of vectors un = (un,1, . . . , un,m) ∈ Cm defined by the recurrence relation

un+1,i = Fi(un,1, . . . , un,m), n = 0, 1, . . . , i = 1, . . . ,m,

with u0 = u. Sometimes we also write

un = F (n)(u).

We say that u is a periodic point of the polynomial system (1) of order k ≥ 1 if un = un+k for
every n = 0, 1, . . .. We note that it is convenient for us not to request that k is the smallest positive
integer with this property (that is, a periodic point of order k is also a periodic point of order k` for
any integer ` ≥ 1).

Given a prime p we extend the above definitions in a natural way to periodic points modulo p.
We refer to [1, 3, 8, 11, 14] for recent advances in the study of periodic points and period lengths
in reductions of orbits of dynamical systems modulo distinct primes. In fact most of our motivation
comes from the recently introduced idea of transferring the Hasse principle for periodic points and
thus linking local and global periodicity properties, see [15]. Here we show that an explicit form
of Hilbert’s Nullstellensatz provides a powerful tool which may produce various results in this
direction.
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2. NUMBER OF POINTS ON MODULAR REDUCTIONS OF VARIETIES

Here we use several algebraic geometry tools, such as an explicit version of Hilbert’s Nullstellen-
satz, see [5, 9], to obtain new results about periodic points in reductions of polynomial dynamical
systems.

Our approach is based on several new results about the number of points on reductions modulo
primes of an algebraic variety, defined by polynomials over Z, that has only finitely many zeros over
C. Namely, we show that for a sufficiently large prime p, such a variety V/C also has finitely many
zeros over the algebraic closure Fp of the finite field Fp of p elements.

Given a polynomial F ∈ Z[X1, . . . , Xm], we define its height, denoted h(F ), as the logarithm of
the maximum of the absolute values of its coefficients. Using Chow forms and an explicit version
of Hilbert’s Nullstellensatz, given in [5], we derive:

Theorem 2.1. Let F1, . . . , Fm ∈ Z[X1, . . . , Xm] be polynomials of degree at most d and of height
at most h. Assume that the zero set of F1, . . . , Fm in Cm has a finite number T of distinct points.
Then there exists A ∈ N with

logA ≤ (10m+ 4)d2m−1h+ (54m+ 98)d2m log(2m+ 5)

such that, if p is a prime not dividing A, then the zero set of F1, . . . , Fm in Fmp has at most T points.

Clearly, there are at most O(logA) = O(d2m−1h + d2m) primes p | A (where the impplied
constant depends only on m).

We also recall that by the Bézout theorem, if T is finite then T ≤ dm.

3. PERIODIC POINTS AND ORBIT INTERSECTIONS OF POLYNOMIAL DYNAMICAL SYSTEMS

Estimating the growth of height and the degrees of the iterations of polynomial systems, we show
that Theorem 2.1 yields:

Theorem 3.1. Let F1, . . . , Fm ∈ Z[X1, . . . , Xm] be polynomials of degree at most d and of height
at most h. Assume that a polynomial system (1) has finitely many periodic points of order k over C.
Then there exists an integer Ak ≥ 1 with

logAk ≤ (10m+ 4)dk(2m−1)
dk − 1

d− 1
h+ (54m+ 98)d2km log(2m+ 5)

such that, if p is a prime number not dividing Ak, then the reduction of F modulo p has at most

Nk(p) ≤ dkm

periodic points of order k.

Our next application is to frequency of orbit intersections of orbits of two polynomial systems.
We note that in the univariate case, Ghioca, Tucker and Zieve [6, 7] proved that if two univariate
nonlinear complex polynomials have an infinite intersection of their orbits, then they have a common
iterate. Clearly such a result cannot hold in finite fields. Instead, we obtain an upper bound on the
frequency of intersections.

Let F of the form (1) and consider another polynomial system

G = {G1, . . . , Gm}, G1, . . . , Gm ∈ Z[X1, . . . , Xm].
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For two vectors w ∈ Cm, we denote by

Orbw(F) =
{
F (n)(w) | n = 0, 1, . . .

}

and similarly for Orbw(G).
We say that F and G have a uniformly bounded synchronized orbit intersection over K if the size

of the synchronised intersection of Orbw(F) and Orbw(G), that is, the size of the set

Iw(F ,G) = {F (n)(w) = G(n)(w) | n = 0, 1, . . .}

is uniformly bounded over all initial values w ∈ Km. That is, there is a constant L depending only
on F and G so that for all initial values w ∈ Km,

(3) #Iw(F ,G) ≤ L.

Furthermore, if (3) holds we say that F and G have a L-uniformly bounded synchronized orbit
intersection over K.

It turns out that for polynomial systems over Z with a uniformly bounded orbit intersection
over Q, the orbits of their reductions modulo a prime p have a density of intersections at most
ε > 0, provided that p does not divide a certain quantity depending only on ε > 0 (and the systems
themselves).

Since the polynomial systems F and G are defined by polynomials over Z, then for a prime p and
an integer N , we can also define, for u,v ∈ Fmp ,

Iu,v(F ,G; p,N) =
{
F (n)
p (u) = G(n)p (v) | n = 0, . . . , N − 1

}
,

for some initial values u,v ∈ Fmp , where Fp and Gp are the reductions of the polynomial systems F
and G modulo p. Note that the quantity Iu,v(F ,G; p,N) is defined in a more general situation for
arbitrary initial points u,v ∈ Fmp while the uniform boundness is requested only for the same initial
vector. However this distinction is not essential (as if two orbit intersect, after this intersection they
can be considered as orbits originating from the same point). For instance, we obviously have

max
u,v∈Fmp

#Iu,v(F ,G; p,N) ≤ 1 + max
w∈Fmp

#Iw,w(F ,G; p,N).

Coupling an explicit version of Hilbert’s Nullstellensatz from [5] with some combinatorial argu-
ments we derive:

Theorem 3.2. Let F = {F1, . . . , Fm} and G = {G1, . . . , Gm} be two polynomial systems of m
polynomials fromZ[X1, . . . , Xm] of degree at most d and of height at most h and with aL-uniformly
bounded orbit intersection over Q. For any ε > 0 there exists B ∈ N with

logB ≤ML+1d(M−1)(L+1)m (mh+ (4m+ 8) log(m+ 3))

where M =
⌊
2ε−1(L+ 2)

⌋
+ 1, such that, if p is a prime number not dividing B, then for any

integer N ≥M , we have

max
u,v∈Fmp

#Iu,v(F ,G; p,N) ≤ εN.

47



CARLOS D’ANDREA, ALINA OSTAFE, IGOR E. SHPARLINSKI, AND MARTÍN SOMBRA

ACKNOWLEDGEMENTS

The authors are very grateful to Dragos Ghioca, Luis Miguel Pardo, Thomas Tucker and Michael
Zieve for many valuable discussions.

During the preparation of this work, D’Andrea was partially supported by the MICINN research
project MTM2010-20279, Ostafe was by the Swiss National Science Foundation Grant PA00P2–
139679, Shparlinski by the Australian Research Council Grant DP130100237, and Sombra by the
MINECO research project MTM2012-38122-C03-02.

REFERENCES

[1] A. Akbary and D. Ghioca, ‘Periods of orbits modulo primes’, J. Number Theory, 129 (2009), 2831–2842.
[2] V. Anashin and A. Khrennikov, ‘Applied algebraic dynamics’, Walter de Gruyter, Berlin. 2009.
[3] R. L. Benedetto, D. Ghioca, B. Hutz, P. Kurlberg, T. Scanlon and T. J. Tucker, ‘Periods of rational maps modulo

primes’, Math. Ann., 355 (2013), 637–660.
[4] E. Bombieri and W. Gubler, Heights in Diophantine geometry, Cambridge Univ. Press, Cambridge, 2006.
[5] C. D’Andrea, T. Krick and M. Sombra, ‘Heights of varieties in multiprojective spaces and arithmetic Nullstellen-

sätze’, Annales Sci. de l’ENS 46 (2013), 549-627.
[6] D. Ghioca, T. Tucker and M. Zieve, ‘Intersections of polynomial orbits, and a dynamical Mordell-Lang conjecture’,

Inventiones Math., 171 (2008), 463–483.
[7] D. Ghioca, T. Tucker and M. Zieve, ‘Linear relations between polynomial orbits’, Duke Math. J., 161 (2012),

1379–1410.
[8] R. Jones, ‘The density of prime divisors in the arithmetic dynamics of quadratic polynomials’, J. Lond. Math. Soc.,

78 (2008), 523–544.
[9] T. Krick, L. M. Pardo, and M. Sombra, ‘Sharp estimates for the arithmetic Nullstellensatz’, Duke Math. J., 109

(2001), 521–598.
[10] M. Mignotte, Mathematics for computer algebra, Springer-Verlag, Berlin, 1992.
[11] J. A. G. Roberts and F. Vivaldi, ‘A combinatorial model for reversible rational maps over finite fields’, Nonlinearity,

22 (2009), 1965–1982.
[12] K. Schmidt, Dynamical systems of algebraic origin, Progress in Math., v.128. Birkhäuser Verlag, Basel, 1995.
[13] J. H. Silverman, The arithmetic of dynamical systems, Springer, New York, 2007.
[14] J. H. Silverman, ‘Variation of periods modulo p in arithmetic dynamics’, New York J. Math., 14 (2008), 601–616.
[15] A. Towsley, ‘A Hasse principle for periodic points’, Intern. J. Number Theory, 8 (2013), 2053–2068.

DEPARTAMENT D’ÀLGEBRA I GEOMETRIA, UNIVERSITAT DE BARCELONA. GRAN VIA 585, 08007 BARCELONA,
SPAIN

E-mail address: cdandrea@ub.edu

SCHOOL OF MATHEMATICS AND STATISTICS, UNIVERSITY OF NEW SOUTH WALES, SYDNEY, NSW 2052,
AUSTRALIA

E-mail address: alina.ostafe@unsw.edu.au

SCHOOL OF MATHEMATICS AND STATISTICS, UNIVERSITY OF NEW SOUTH WALES, SYDNEY, NSW 2052,
AUSTRALIA

E-mail address: igor.shparlinski@unsw.edu.au

ICREA AND DEPARTAMENT D’ÀLGEBRA I GEOMETRIA, UNIVERSITAT DE BARCELONA. GRAN VIA 585,
08007 BARCELONA, SPAIN

E-mail address: sombra@ub.edu

48



THE CONFLUENT BEZOUT MATRIX

D. A. ARULIAH, R. M. CORLESS, G. M. DIAZ–TOCA, L. GONZALEZ–VEGA, AND A. SHAKOORI

ABSTRACT. The aim of this paper is to introduce the construction of the Bezout matrix of two uni-
variate polynomials given by values in the Hermite interpolation basis, namely the confluent Bezout
matrix. Moreover if such polynomials have exactly one common simple zero, we describe how to
compute it from the null space of the confluent Bezout matrix. The paper continues the research on
algebra by values initiated in [1] and [2], where the polynomials are presented in the Lagrange basis.

1. THE EXTENDED CONFLUENT BEZOUT MATRIX

Let Pd denote the vector space of univariate polynomials of degree at most d with coefficients
in C. Let p(t), q(t) ∈ Pd with d = max(deg(p),deg(q)). We begin with the construction of the
Bezout matrix in the monomial basis from the Cayley quotient C(t, µ)

(1) C(t, µ) =
p(t)q(µ)− p(µ)q(t)

t− µ .

The well known Bezout matrix of p(t) and q(t) in the monomial basis is the d by d symmetric
matrix BM̃ = [bij ] of the coefficients of the Cayley quotient such that

(2) C(t, µ) = ΦT
M̃
(t)BM̃ΦM̃ (µ) =

d∑

i=1

d∑

j=1

bijt
i−1µj−1,

with ΦM̃ (t) =
[
1, t, . . . , td−1

]T . Now assume that we do not have p(t) and q(t) expressed in the
monomial basis but in the Hermite interpolation basis (see [6]). We are given N distinct nodes

τ = (τ1, τ2, . . . , τN ) with positive integer confluencies s = (s1, s2, . . . , sN ),
N∑

k=1

sk = d+ 1, and

the evaluations (including some of the derivatives) at the given nodes

p = (p1, . . . , p
(s1−1)
1 , . . . , pN , . . . , p

(sN−1)
N ), q = (q1, . . . , q

(s1−1)
1 , . . . , qN , . . . , q

(sN−1)
N ),

where p(r)k is the rth derivative of p(t) at τk. Then, p(t) and q(t) are represented as

(3) p(t) =
N∑

k=1

sk−1∑

r=0

p
(r)
k hk,r(t) , q(t) =

N∑

k=1

sk−1∑

r=0

q
(r)
k hk,r(t) ,

where the polynomials hk,r(t) define the Hermite interpolation basis in Pd. In fact, the coefficients
of the polynomials hk,r(t) are given by the inverse of the confluent Vandermonde matrix Vc(τ ; s).
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Definition 1.1. Let `k = sk − 1 where, 1 6 k 6 N . Then, the confluent Vandermonde matrix Vc

is a d+ 1 by d+ 1 matrix

(4) Vc(τ ; s) =




V(τ1; s1)
...

V(τN ; sN )


 ,

where V(τk; sk) is a sk × (d+ 1) block matrix of the form

(5) V(τk; sk) =




1 τk τ2k . . . τdk
0 1 2τk . . . dτd−1

k
...

...
...

...
...

0 0 0 . . . d!
(d−sk+1)!τ

d−sk+1
k


 .

Similar to the situation in the monomial basis, we can use the basis-independent construction of
the Cayley quotient to define the Bezout matrix in the Hermite interpolation basis. Let ΦH(t; τ ) =

[h1,0(t), . . . , h1,s1−1(t), . . . , hN,0(t), . . . , hN,sN−1(t)]
T .

Definition 1.2. The extended confluent Bezout matrix is given by the matrix of coefficients BH in
Cd+1×d+1 of the Cayley quotient in the Hermite basis for Pd. That is,

(6) Cp,q(t, µ) = ΦT
H(t; τ )BHΦH(µ; τ ) =

d+1∑

i=1

d+1∑

j=1

bi,jHi(t)Hj(µ).

Thus, if

(7) BM =




BM̃ 0
...

0 . . . 0


 ,

then, BH = Vc(τ ; s)BMVT
c (τ ; s). Our main goal is to construct the Bezout matrix without

converting the problem to the monomial basis. Theorem 1.3 is the key for this process but we need
to introduce some concepts before.

• For 1 6 i 6 d+ 1, we define k(i), 1 6 k(i) 6 N , to denote the node index.
• We introduce r(i) to denote the orders of the derivative evaluations at the node τk(i).

Theorem 1.3. The entries of the extended confluent Bezout matrix BH are as following.

(1) For 1 6 i, j 6 d+ 1, if k(i) 6= k(j)

bi,j =

r(i)∑

α=0

r(j)∑

β=0

(−1)r(i)+α
(
r(i)

α

)(
r(j)

β

)
(r(i) + r(j)− (α+ β))!

·
( p

(α)
k(i)q

(β)
k(j) − p

(β)
k(j)q

(α)
k(i)

(τk(i) − τk(j))r(i)+r(j)−(α+β)+1

)
(8)
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(2) For 1 6 i, j 6 d+ 1, if k(i) = k(j), assuming d = max (deg p(t), q(t)),

bi,j =
d∑

ν=r(i)+1

r(i)+r(j)−ν+1∑

β=0

(−1)v−r(i)−1 · r(j)!

·

(
p
(ν+β)
k(i) q

(r(i)+r(j)−ν−β+1)
k(i) − q(ν+β)k(i) p

(r(i)+r(j)−ν−β+1)
k(i)

)

νβ!(r(i) + r(j)− ν − β + 1)!(ν − r(i)− 1)!
.(9)

Proof. The main strategy is to apply the generalization of the Leibnitz’s product rule. The details
of the proof have been presented in [4]. For the entries which face division by zero (i.e., t = µ) we
replace the Taylor expansion of p(t) and q(t) about t = µ. �

In [7] they present a Derivative Formula which allows us to compute the required values of the
derivatives in Equation (9).

2. THE CONFLUENT BEZOUT MATRIX

Observe that the matrix BH is one dimension bigger than the desired Bezout matrix. To extract
the Bezout matrix of the desired dimension, we must reduce a confluency by one and consider a
new Hermite interpolation basis. We would like to point out that the one evaluation to be removed
can only be the the last one.

Supposse that the confluency of the last node, sN , is reduced by one. Let p̃, q̃, τ̃ and s̃ denote
the values corresponding to the reduced interpolation scheme. The Hermite basis of the reduced
interpolation scheme corresponding to τ̃ and s̃ is

(10) ΦH(t; τ̃ ) =
[
H̃1(t), H̃2(t), . . . , H̃d(t)

]T
∈ [Pd−1]

d .

Since Cp,q(t, µ) is of degree at most d− 1 in each variable, we can write as in Equation 6

(11) Cp,q(t, µ) = ΦT
H(t; τ̃ )BH̃ΦH(µ; τ̃ ),

where the corresponding Bezoutian BH̃ is a d by d matrix and verifies

BH̃ = Vc(τ̃ ; s̃)BM̃VT
c (τ̃ ; s̃).

Theorem 2.1. [4] The confluent Bezoutian BH̃ of Equation (11), constructed from the reduced
Hermite interpolation scheme with s̃ = {s1, . . . , sN −1} is the d by d upper left block matrix of the
corresponding extended confluent Bezoutian BH .

Finally, let us mention that there is a direct connection between the null space of the Bezout
matrix and the common roots (see [5]). For example, if gcd(p(t), q(t)) = t − t∗, it is possible to
compute the common root t∗ as follows.

Proposition 2.2. [5] Let 1 = a1H̃1(t) + . . . + adH̃d(t), and t = b1H̃1(t) + . . . + bdH̃d(t). If
(u1, u2, . . . , ud)

t is a non vanishing vector in the nullspace of BH̃ , then

(12) t∗ =
b1u1 + . . .+ bdud
a1u1 + . . .+ adud

.
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Observe that the coordinates of 1 and t in the reduced Hermite interpolation basis are given by
the first and second column of Vc(τ̃ ; s̃) respectively. Moreover it is well know that the degree of
the greatest common divisor is equal to the dimension of the null space. Thus, if such a dimension
is equal to 1, it is possible to directly compute the common root.

Example 2.3. As input we have

τ = [1, 2], s = [3, 2],p = [24, 53, 18, 77, 45], q = [8,−25,−10,−21,−32].
In this case, we consider τ = τ̃ and s̃ = [3, 1]. The confluent Bezout matrix is equal to

BH̃ =




1024 192 −208 1120

192 −64 410 308

−208 410 64 224

1120 308 224 1519




and the null space is spanned by the vector
(
−511

512 ,−63
64 ,− 7

16 , 1
)
. Then there is only one simple

common root. By applying Proposition 2.2 with

1 = 1 · H̃1 + 1 · H̃4 and t = 1 · H̃1 + 1 · H̃2 + 2 · H̃4,

we obtain t∗ = (−511/512− 63/64 + 2)/(−511/512 + 1) = 9.
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A SEMIGROUP APPROACH TO PROJECTIVE MONOMIAL CURVES ASSOCIATED
TO ARITHMETIC SEQUENCES

I. BERMEJO, E. GARCÍA-LLORENTE, AND I. GARCÍA-MARCO

ABSTRACT. Let k be an infinite field and m1 < · · · < mn an arithmetic sequence. We consider the
projective monomial curve C ⊂ Pn

k parametrically defined by

x1 = tm1smn−m1 , . . . , xn−1 = tmn−1smn−mn−1 , xn = tmn , xn+1 = smn .

In this work, we obtain formulas for the Castelnuovo-Mumford regularity of C and for the Cohen-
Macaulay type and the Hilbert series of its corresponding coordinate ring k[C]. As a byproduct we
characterize the Gorenstein property for k[C]. These formulas are obtained by means of the study
of the semigroup S ⊂ N2 associated to C. As a consequence, we also determine all the Frobenius
vectors of S.

INTRODUCTION

Let R = k[x1, . . . , xn+1] be the polynomial ring in n + 1 variables over an infinite field k. A
binomial in R is a difference of two monomials. An ideal of R generated by binomials is called a
binomial ideal.

Let m1 < · · · < mn be positive integers and consider the projective monomial curve C ⊂ Pnk
parametrically defined by

x1 = tm1smn−m1 , . . . , xn−1 = tmn−1smn−mn−1 , xn = tmn , xn+1 = smn .

Consider the k-algebra homomorphism ϕ : R → k[t, s] induced by ϕ(xi) = tmismn−mi for
i ∈ {1, . . . , n} and ϕ(xn+1) = smn . Since k is infinite, the prime ideal P := ker(ϕ) ⊂ R is the
defining ideal of C (see, e.g., [7, Corollary 7.1.12]). Moreover, it is a homogeneous binomial ideal
(see, e.g., [6, Lemmas 4.1 and 4.14]). The most important algebraic object associated to C is its
coordinate ring k[C] = R/P .

The projective monomial curve C has associated a semigroup S ⊂ N2 in a natural way. Namely,
S is the subsemigroup of N2 generated by a1, . . . , an+1, where

a1 :=

(
m1

mn −m1

)
, . . . , an−1 :=

(
mn−1

mn −mn−1

)
, an :=

(
mn

0

)
and an+1 :=

(
0

mn

)
.

Our aim is to study the projective monomial curve C and its corresponding coordinate ring k[C]
via the semigroup S whenm1 < · · · < mn is an arithmetic sequence, i.e., whenmi = m1+(i−1)d
for all i ∈ {1, . . . , n}, d ∈ Z+; without loss of generality, we also assume that gcd{m1, . . . ,mn} =
1. More precisely, we aim at obtaining formulas for the Castelnuovo-Mumford regularity of C and
for the Cohen-Macaulay type and the Hilbert series of k[C]. This work follows the strategy presented
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by Böhm, Eisenbud and Nitsche in [4], where the authors study semigroup rings by means of a
particular subset of the corresponding semigroup.

The structure of this work is the following. The first section will be devoted to a thorough study
the semigroup S ⊂ N2. More precisely, we will complete describe the subset of S that will interest
us in the sequel; namely,

B := {b ∈ S | b− an /∈ S and b− an+1 /∈ S} .

As a byproduct of the description of B we characterize the set of Frobenius vectors of S.

In the second section we will use the description of B to get information about C and k[C]. More
precisely, following the results of [4], we will be able to prove that C is always Cohen-Macaulay
and to provide a formula for the Castelnuovo-Mumford regularity of C. Moreover, following the
ideas of Cavaliere and Niesi [5], we will also be able to determine the Cohen-Macaulay type of k[C]
and, as a consequence of this, we will characterize when k[C] is Gorenstein. Finally, we will also
describe the bivariate Hilbert series of k[C].

1. THE SEMIGROUP ASSOCIATED TO C
The aim of this section is the study of the semigroup S ⊂ N2 we considered in the introduction
when m1 < · · · < mn is an arithmetic sequence with gcd{m1, . . . ,mn} = 1. The first result gives
an explicit description of the set

B := {b ∈ S | b− an /∈ S and b− an+1 /∈ S}

in terms of the arithmetic sequence m1 < · · · < mn.

Proposition 1.1.

B =

{(
kimn − id

id

)
| 0 ≤ i < mn and ki =

⌈
i

n− 1

⌉}

As a consequence of this result we are able to characterize the Frobenius vectors of the semigroup
S. Recall that v ∈ Z2 is a Frobenius vector of S if and only if v ∈ ZS , v /∈ S and for every
w = (w1, w2) ∈ ZS with w1, w2 > 0, then v + w ∈ S.

Theorem 1.2. Set q, r ∈ N such that m1 − 1 = q(n− 1) + r with r ∈ {1, . . . , n− 1}.
(a) If r = 1, then the set of Frobenius vectors of S is {v + λan, v + λan+1 |λ ∈ N} , where

v :=

(
qmn + d

dmn −mn − d

)
∈ Z2.

(b) If r 6= 1, then the set of Frobenius vectors of S is {v1 + λan, v2 + λan+1 |λ ∈ N} , where

v1 :=

(
(q + 1)mn + d
dmn −mn − d

)
∈ Z2 and v2 :=

(
(q + d)m1 − d

(q + d)(n− 1)d+ d

)
∈ Z2.
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2. PROPERTIES OF THE CURVE C
This section is devoted to the study of the curve C. Firstly, since the set B described in Proposition
1.1 has exactly mn elements, by [4, Proposition 3.1(2)], we directly get the following result.

Corollary 2.1. C is an arithmetically Cohen-Macaulay curve.

Now we focus on giving an explicit formula in terms of the arithmetic sequence for the Castelnuovo-
Mumford regularity, or simply regularity, of the curve C.

The regularity reg (C) of C is by definition the Castelnuovo-Mumford regularity reg (P) of P .
Recall that (see, e.g., [1]) if

(1) 0→
βp⊕

j=1

R(−epj)
φp−→ · · · φ1−→

β0⊕

j=1

R(−e0j) φ0−→ P → 0

is a minimal graded free resolution of P , then

reg(P) := max{eij − i; 0 ≤ i ≤ p, 1 ≤ j ≤ βi}.

Since C is arithmetically Cohen-Macaulay, by [4, Proposition 4.1] we have that reg(C) can be
computed as the maximum of (b1 + b2)/mn plus one, where (b1, b2) ∈ B. Hence we deduce the
following result.

Theorem 2.2. reg(C) =
⌈
mn−1
n−1

⌉
+ 1

It is worth pointing out that in our previous work [2] we had already obtained this result by a
different approach based on the description of a Gröbner basis of P with respect to the reverse
lexicographic order and following the techniques of [3].

Now we will provide a formula for the Cohen-Macaulay type of k[C]. Recall that whenever k[C]
is Cohen-Macaulay, its Cohen-Macaulay type is the last Betti number in the minimal graded free
resolution of P , i.e., the value of βp in (1). Moreover, in [5, Proposition (4.9)], the authors prove
that the Cohen-Macaulay type of k[C] equals the number of elements in B that are maximal with
respect <, where x < y ⇔ y − x ∈ S. Hence, we get the following result.

Theorem 2.3. Set q, r ∈ N such that m1 − 1 = q(n − 1) + r with r ∈ {1, . . . , n − 1}. Then, the
Cohen-Macaulay type of k[C] is r.

Since k[C] is Gorenstein if and only if it is Cohen-Macaulay and has type one, one can easily
deduce the following characterization of the Gorenstein property.

Corollary 2.4. k[C] is Gorenstein⇐⇒m1 ≡ 2 (mod n− 1).

Finally, we provide an explicit description of the bivariate Hilbert series of k[C]. Recall that, if
we denote by tb := tb11 t

b2
2 for all b = (b1, b2) ∈ N, the bivariate Hilbert series of k[C] is the formal

power series Hk[C](t1, t2) ∈ Z[[t1, t2]] given by

Hk[C](t1, t2) :=
∑

b∈S t
b.
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Again, as a consequence of Proposition 1.1, we get the following result.

Theorem 2.5. Set q, r ∈ N such that mn − 1 = q(n− 1) + r with r ∈ {1, . . . , n− 1}. Then,

Hk[C](t1, t2) =
1 +

∑n−1
i=2 tai − tqa1(

∑n−r−1
i=1 taj +

∑n−1
i=n−r t

a1+ai)

(1− tmn
1 )(1− tmn

2 )(1− ta1)
.
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THE SCHEME OF LIFTINGS AND APPLICATIONS

C. BERTONE, F. CIOFFI, M. GUIDA, AND M. ROGGERO

Abstract. We study the locus of the xn-liftings of a homogeneous ideal H in a polynomial
ring over a field K. We prove that this locus can be endowed with a structure of scheme in a
constructive way, using Gröbner bases. However, the scheme structure does not depend on
the term order: indeed, we define the functor of liftings of H and prove that it is represented
by a scheme LH . Our approach allows to embed LH in a Hilbert scheme as a locally closed
subscheme, with the consequence that its radical locus is an open subset. Moreover, over
an infinite field, we show that every saturated ideal defining a Cohen-Macaulay scheme of
codimension two has a radical xn-lifting, giving in particular an answer to an open question
posed by L. G. Roberts.

1. Introduction

Let K be a field and A be a K-algebra. We consider the lifting problem as proposed
in terms of ideals first in [4] and then in [9] and, equivalently, in terms of K-algebras by
Grothendieck (e.g. [9] and the references therein). Many authors have investigated this
interesting problem, sometimes also describing particular lifting procedures to construct
algebraic varieties with specific properties (see for instance [7] and the references therein).

Definition 1.1. Let H be a homogeneous ideal of K[x] := K[x0, . . . , xn−1] and A be a
K-algebra. A homogeneous ideal I of A[x, xn] := K[x0, . . . , xn] ⊗K A is called a lifting of
H with respect to xn or a xn-lifting of H if the following conditions are both satisfied:

(a) xn is a non-zero divisor in A[x, xn]/I;
(b) (I, xn)/(xn) ' H, i.e., H = (g(x0, x1, . . . , xn−1, 0) : ∀g ∈ I).

The ideal I is a radical lifting of H if it is a xn-lifting of H and it is a radical ideal.

We propose and use a new approach that is based on the theory of representable functors.
Indeed, we define the functor of liftings LH of a homogeneous polynomial ideal H and show
that it is representable, in the perspective given by [6] for Gröbner strata and according to
the point of view of [1]. We can explicitly compute equations defining the scheme of liftings
of H, i.e., the scheme LH that parameterizes the liftings of H and represents the functor,
by a reformulation of a result of [3] in terms of Gröbner bases.

The subset of LH whose elements correspond to radical liftings of H is the radical locus
of LH . An almost immediate consequence of our approach is that a scheme of liftings can
be embedded in a Hilbert scheme and also its radical locus is an open subset.

Moreover, we are able to prove that every saturated ideal defining a Cohen-Macaulay
scheme of codimension two has a radical lifting. This result is particularly significant in the
context of the study of radical liftings, because of the lack of information endured until now
and highlighted in [8] in the case of polynomial homogeneous ideals in three variables.

For detailed proofs and examples, see [2].
1
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2. Notations and main tool

Let Tx and Tx,xn be the set of terms in the variables x = {x0, . . . , xn−1} and x ∪ {xn},
respectively. We consider the variables ordered as x0 > x1 > · · · > xn. All commutative
rings have unit such that 1 6= 0 and every morphism preserves the unit.

Definition 2.1. Let ≺ be a term order on Tx. We denote by ≺n the corresponding degre-
verse term order on Tx,xn , which is the graded term order such that: for two terms xα and

xβ in Tx,xn of the same degree, xα �n xβ if αn > βn or αn = βn and (xα/xαnn ) � (xβ/xβnn ).

We always consider homogeneous polynomials with coefficients in the K-algebra A and
homogeneous ideals given by monic Gröbner bases. This is a key point for the use of functors
we introduce, because of the following two facts: firstly, there is no ambiguity when using
the terminology “initial ideal”, because the head terms of the polynomials in the Gröbner
bases we consider have coefficient 1; secondly, monic Gröbner bases are preserved under
extension of scalars [1]. The following result is a reformulation of [3, Theorem 2.5] in terms
of Gröbner bases. It is the key tool of our strategy of investigation of xn-liftings.

Theorem 2.2. Let A be a K-algebra, H be a homogeneous ideal of K[x], I be a homogeneous
ideal of A[x, xn], ≺ be a term order on K[x] and ≺n be the corresponding degreverse term
order on A[x, xn]. Then, the following conditions are equivalent:

(i) the ideal I is a xn-lifting of H;
(ii) the reduced Gröbner basis of I w.r.t. ≺n on A[x, xn] is {fα + gα}α, where {fα}α is

the reduced Gröbner basis of H w.r.t. ≺ and, for every α, gα ∈ (xn) is a homogeneous
polynomial in A[x, xn] of degree deg(fα).

3. The functor of liftings of a homogeneous polynomial ideal

By Theorem 2.2, we can define the following functor.

Definition 3.1. Let H ⊆ K[x] be a homogeneous ideal. We define the functor of liftings
of H

LH : K −Alg→ Set

in the following way: LH associates to any K-algebra A the set LH(A) := {I ⊆ A[x, xn] :
I is a xn-lifting of H} and to any morphism of K-algebras φ : A → B the map LH(φ) :
LH(A)→ LH(B) such that LH(φ)(I) = I ⊗A B.

Given the homogeneous ideal H in K[x] and its reduced Gröbner basis F := {fα}α
w.r.t. ≺, we denote by j the ideal in≺(H) and by J the monomial ideal generated by j in
A[x, xn]. For every xα ∈ j we define

(1) Gα :=
∑

xnxγ /∈J
|γ|+1=|α|

Cαγxnx
γ , G = {fα +Gα}α.

where the Cαγ ’s are new variables. We set C := {Cαγ}α,γ and we extend ≺n to any
elimination term order of the variables x, xn on K[C][x, xn].

Theorem 3.2. Let H, F , G, ≺ and ≺n be as above and let h be the smallest ideal in K[C],
with Gröbner basis H, such that G∪H is a Gröbner basis in K[C][x, xn]. The affine scheme
LH := Spec(K[C]/h) represents the functor LH and we call it the scheme of liftings of H.
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We can compute a set of generators of the ideal h of Theorem 3.2 by an explicit algorithmic
construction, similar to the one in [6] for Gröbner strata.

Example 3.3. [2, Example 7.1] By Theorem 3.2, we compute the scheme of x3-liftings of
the lex-segment ideal J := (x20, x0x1, x0x2, x

2
1) ⊆ K[x0, x1, x2], using the degreverse term

order corresponding to the lex. We obtain that LJ is a reduced scheme with two irreducible
components: L1 isomorphic to A7

K and L2 isomorphic to A4
K . Further, every point of L2

corresponds to a non-radical lifting of H.

We underline that the construction of the ideal h explicitly involves the term order, nev-
ertheless the scheme Spec(K[C]/h) does not depend on it. Namely, if we consider two
different term orders ≺n and ≺′n and construct the ideals h ⊆ K[C] and h′ ⊆ K[C ′] re-
spectively, by Yoneda’s lemma Spec(K[C]/h) ' Spec(K[C ′]/h′). This isomorphism is not
trivial: generally it is not induced by a linear change of variables and |C| 6= |C ′| [2, Example
7.2].

4. Embedding LH in the Hilbert scheme

Let J be a monomial ideal. Let St≺nJ (A) be the set containing the homogeneous ideals

I ⊆ A[x, xn] having J as initial ideal with respect to ≺n. The map St≺nJ between the
category of K-algebras and that of sets is a representable functor and we call its representing
scheme Gröbner stratum scheme, denoted by St≺nJ . For the construction of the representing

scheme St≺nJ and some of its main features, we refer to [6].

Proposition 4.1. Let J ⊂ A[x, xn] be a monomial ideal such that Proj(A[x, xn]/J) has
Hilbert polynomial p(t) and assume that BJ ⊂ Tx and that ≺n is a degreverse term order.
Then St≺nJ

∼= St≺nJ≥m, for every integer m. Moreover, St≺nJ can be embedded in the Hilbert

scheme Hilbnp(t)as a locally closed subscheme.

Theorem 4.2. In the above settings, LH is a closed subfunctor of St≺nJ and LH is locally
closed in the Hilbert scheme Hilbnp(t). Further, the radical locus of LH is open in LH .

5. Liftings of a Cohen-Macaulay scheme of codimension two

Let H ⊂ K[x] be a saturated homogeneous ideal such that Proj(K[x]/H) is a Cohen-
Macaulay scheme of codimension 2. Hence, there is a graded free resolution of type

(2) 0 −→ K[x]a
ψ2−→ K[x]a+1 ψ1−→ K[x] −→ K[x]/H −→ 0.

The Hilbert-Burch Theorem guarantees that the a × a minors of the a × (a + 1) matrix
MH of the homomorphism ψ2 in (2) form a set of generators for H. Further, the rows of
this matrix generate the first syzygies module of H. Vice versa, a 2-codimensional scheme
defined by the a× a minors of a a× (a+ 1) matrix is a Cohen-Macaulay scheme.

Lemma 5.1. Let K be an infinite field, H be as above and I be a xn-lifting of H.

(1) Replacing xn by 0 in a first syzygy of the Gröbner basis of I, we get a first syzygy
of the Gröbner basis of H.

(2) If ≺ is the degrevlex term order, there is a free resolution of H (resp. I) of type (2)
obtained by “lifting” a minimal free resolution of j (resp. J).
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Theorem 5.2. The scheme of liftings LH of H is an affine space ADK , for a suitable D.

Proof. By Lemma 5.1, we consider the free resolution (2) of H. We add to each entry of
the matrix MH a linear combination of the terms divisible by xn of the appropriate degree.
This new matrix gives a xn-lifting of H. �
Example 5.3. [2, Example 7.3] We consider the saturated idealH = (x20−x21, x0x1+2x21, x

3
1)

in K[x0, x1, x2], defining a zero dimensional scheme in P2. In this case LH is A11
K .

Theorem 5.4. Every saturated homogeneous ideal H defining a 2-codimensional Cohen-
Macaulay scheme over an infinite field K has a radical xn-lifting. In particular, every
saturated homogeneous ideal defining a 0-dimensional scheme in P2K has a radical xn-lifting.

Proof. Let j be the initial ideal of H w.r.t. the degrevlex term order. Let {H(t)}t be a
flat family of Gröbner deformations from H to j. For H(t) and j there are free resolutions
of type (2), because of the Cohen-Macaulay property. Let MH(t) and Mj be the matrices
of the morphisms ψ2 in these resolutions. Let N be a radical xn-lifting of j (see [4]) and
let MN be the matrix of the morphism ψ2 of a free resolution of type (2) for N . Such a
resolution of N exists because a xn-lifting of a Cohen-Macaulay ideal is Cohen-Macaulay.

We obtain a flat family {I(t)}t of xn-liftings of {H(t)}t, parameterized by the matrix
M(t) := MH(t) +MN −Mj, and we can embed it in a Hilbert scheme, whose radical locus

is open [5, Théorème (12.2.1)]. Let U be the open subset of A1 parameterizing the reduced
schemes in {I(t)}t. U is non-empty, since it contains the point t = 0. Since K is infinite,
there is 0 6= t ∈ U such that I(t) defines a reduced scheme. From this ideal we can obtain
a radical xn-lifting of H, by applying the automorphism of Pn induced by the Gröbner
deformations on I(t). �
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AN ALGORITHM FOR PRODUCING F-PURE IDEALS

ALBERTO F. BOIX AND MORDECHAI KATZMAN

ABSTRACT. This report describes a method for computing all F -pure ideals for a given p−1-linear
map of a polynomial ring over a finite field.

INTRODUCTION

The subject of this report is the study of certain ideals associated with a given p−e-linear map;
these maps were introduced by K. Schwede in [6] and M. Blickle in [1] in the context of test ideals.

Hereafter, we shall denote by S the polynomial ring Z/pZ[x1, . . . , xd], where p is a prime num-
ber, and m will stand for the ideal of S generated by all the variables.

These p−e-linear maps referred to above are additive maps S
φe //S such that φ(sp

e
t) = sφ(t)

for all s, t ∈ S; in this way, if we denote by Endp−e(S) the set of all p−e-linear maps, then we can
pack them as follows:

CS :=
⊕

e≥0
Endp−e(S).

Since the composition of a p−e-linear map followed by a p−e
′
-linear map produces a p−(e+e

′)-linear
map, CS can be regarded as a graded S-algebra; keeping this in mind, we set

CS+ :=
⊕

e≥1
Endp−e(S)

as the irrelevant ideal of CS .
In this report, we shall be mostly interested in certain graded subalgebras of CS ; taking this into

account, we introduce the objects of our study.

Definition. Let C be a graded S-subalgebra of CS . An ideal I of S is called F -pure (with respect
to C) provided C+I = I .

Our purpose is to introduce an effective method in order to calculate all the F -pure ideals of S
contained in m with respect to the subalgebra of CS generated by a single p−e-linear map φ. This
procedure has been implemented in Macaulay2; full details of this algorithm worked out in greater
generality can be found in [3].

This work is motivated by the study of F -pure ideals and their properties carried out by M. Blickle
in [1]; for instance, under our assumptions one has that S itself is an F -pure ideal (with respect to
CS) if and only if CS+ contains a splitting of a certain power of the Frobenius map on S (cf. [1,
Proposition 3.5]); therefore, these F -pure ideals turn out to be a generalization of the F -purity
property.

Furthermore, among the main results obtained in [1] (see also [2, Corollary 4.20 and Proposition
5.4]) is the fact that the set of F -pure ideals in S is finite, and that the big test ideal is the minimal
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element of such set. Apart from their usefulness in describing big test ideals, we believe that the set
of F -pure ideals provides an interesting set of invariants of S yielding information about the ring
which is not yet fully understood.

The reader should contrast this with the situation one encounters when studying the set of CS+-
compatible ideals; that is, ideals I ⊆ S for which CS+I ⊆ I . One might hope to list all F -pure ideals
by listing all compatible ideals and checking which ones are F -pure. However, the set of compatible
ideals need not be finite, and one can only describe algorithmically the radical ideals among these;
such task was carried out in [5].

Our contribution to the understanding of F -pure ideals is to provide an effective procedure to
calculate all the F -pure ideals contained in m of the subalgebra C = Cφ of CS generated by a single
p−e-linear map φ.

1. COMPATIBLE AND FIXED IDEALS

In what follows, φ will always denote a fixed p−e-linear map; thus, if C is the subalgebra of CS
generated by such a φ, then the problem of finding the F -pure ideals of S with respect to C amounts
to finding all ideals I ⊆ S such that φ(I) = I . This fact leads us to introduce the following:

Definition 1.1. It is said that an ideal I of S is φ-compatible (respectively, φ-fixed) if φ(I) ⊆ I
(respectively, φ(I) = I).

On the other hand, it is known (cf. [4, Example 1.3.1]) that any p−e-linear map φ can be written

as πe ◦ u for some u ∈ S, where S
πe //S is the unique p−e-linear map which is the projection

onto the direct summand Sxp
e−1

1 · · ·xpe−1d .
Our next goal is to express in an equivalent way the condition of being φ-fixed in order to carry out

explicit computations. Such equivalent expression requires us to introduce the following concept.

Definition 1.2. Let J be an ideal of S. We set Ie(J) as the smallest ideal (namely, I) such that
I [p

e] ⊇ J .

This notion, combined with the fact that φ = πe◦u, allows us to express the condition of being φ-
fixed in computational terms, as described in the next result, whose proof is omitted (cf. [3, Theorem
1.4]).

Lemma 1.3. An ideal J of S is φ-compatible (respectively, fixed) if and only if Ie(uJ) ⊆ J (re-
spectively, Ie(uJ) = J).

It is worth noting that the ideal Ie(J) is highly computable; the interested reader may like to
consult [5, pp. 1003–1004] for further details.

2. THE ALGORITHM THROUGH THE HASH OPERATION

Before going on, we fix some additional notation. Given α = (a1, . . . , ad) ∈ Nd, we shall use
the following multi-index notation:

xα := xa11 · · ·xadd .
Moreover, in this case, we set ||xα|| := max{a1, . . . , ad} and, for any g ∈ S,

||g|| := max
α∈supp(g)

||xα||,
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where g =
∑

α∈Nd gαx
α (such that gα = 0 up to a finite number of terms) and

supp(g) :=
{
α ∈ Nd | gα 6= 0

}
.

The aim of this section is to describe a computational method in order to produce all the φ-fixed
ideals of S. As the reader will appreciate, our procedure is based on a new operation on ideals which
we hope to be of some interest in its own right. Such operation is described in the next:

Definition 2.1. Let J be any ideal of S, set

De :=

⌈ ||u||
pe − 1

⌉
,

and SDe to be the Z/pZ-vector space generated by monomials xα with ||α|| ≤ De. We define the
sequence of ideals

J0 := J, Ji+1 :=
(
Ji ∩ (J

[pe]
i :S u) ∩ Ie(uJi) ∩ SDe

)
S,

and set
J#e :=

⋂

i≥0
Ji.

When e = 1, we write J# rather than J#1 ; we refer to this construction as the hash operation.

The introduction of the hash operation is motivated by the following result; we omit its proof and
refer to [3, Lemma 2.3] for details.

Lemma 2.2. For any ideal J of S, J#e contains all the φ-fixed ideals which are contained in J .

The following algorithm is the main result of this report.

Algorithm 2.3. The input data are: a prime number p, S = Z/pZ[x1, . . . , xd] and u ∈ S. We
initialize I = S and L as the empty list. From now on, execute the following commands:

(i) Compute I#e . Assign to I the value of I#e .
(ii) If Ie(uI) = I , then add I to the list L.

(iii) If I = 0, then stop and output the list L.
(iv) If I 6= 0 but principal, assign to I the value of mI and loop over the previous steps.
(v) If I 6= 0 and not principal, then compute

{
V ideal | mI ⊆ V ⊆ I, dimZ/pZ I/V = 1

}
.

For each element V of such set, loop over the previous steps.
The output is the list L of all the φ-fixed ideals of S contained in m, where φ = πe ◦ u.

Sketch of proof of correctness. First of all, lemma 2.2 justifies steps (i), (ii), and (iii). Secondly,
step (iv) is essentially due to the fact that we are only interested in the fixed ideals contained in m.
Finally, step (v) guarantee (slightly loosely speaking) that we do not forget fixed ideals by the way.
Therefore, this procedure is recursive and one should justify the finiteness of the resulting execution
tree; however, such finiteness holds because the chains of V #e’s produced in this recursion have
length at most dimZ/pZ SDe . The reader is referred to [3, Theorem 2.4] for additional details. �
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3. AN EXAMPLE

We finish this report by exhibiting an example where we develop our method step by step for the
convenience of the reader.

Example 3.1. We consider the ring S := Z/2Z[x, y] and set u := xy. We compute L, the list of
φ-fixed ideals of S, where φ = π1 ◦ u.

Start with I = S = I#. As I1(uI) = I add S to the list L. Next, since I is principal, go on with
I = m = I#; as I1(uI) = I add m to the list L. Moreover, we have to note that

{
m2 ⊆ V ⊆ m | dimZ/2Zm/V = 1

}
=
{
〈x, y2〉, 〈y, x2〉, 〈x2, xy, x+ y〉

}
.

We have to stress that in the calculation of this set is when we are using that we are working with
characteristic two.

Now, since 〈x2, xy, x+ y〉# = 〈xy〉 and I1(u〈xy〉) = 〈xy〉 add 〈xy〉 to the list L. Moreover, as
〈xy〉 is principal go on with 〈x2y, xy2〉. Nevertheless, since 〈x2y, xy2〉# = 〈0〉 we stop this branch
of the recursion tree. On the other hand, since 〈x, y2〉# = 〈x〉 and I1(u〈x〉) = 〈x〉 add 〈x〉 to the
list L. In addition, as 〈x〉 is principal go on with 〈x2, xy〉. However, since 〈x2, xy〉# = 〈xy〉 we
can use the foregoing calculations and therefore we can conclude that this branch of the recursion
tree produces no new fixed ideals. A similar computation shows that we only have to add 〈y〉 to L.

In this way, it follows that L = {Z/2Z[x, y], 〈x, y〉, 〈x〉, 〈y〉, 〈xy〉, 〈0〉}.
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REDUCTION OF ROESSER’S 2-D LINEAR DISCRETE
SYSTEMS USING SYMBOLIC COMPUTATION

MOHAMED S. BOUDELLIOUA

ABSTRACT. In this paper, symbolic computation is used to obtain a canonical form for polynomial
matrices arising from discrete 2-D linear state-space Roesser systems. The canonical form which
can be regarded as an extension of the companion form often encountered in the theory of 1-D linear
systems. Using previous results obtained by Boudellioua and Quadrat [4] on the reduction by equiv-
alence to Smith form, the exact transformation connecting the original polynomial matrix and the
reduced canonical form is set out. In this paper, using symbolic computation based on the OREMOD-
ULES [5] Maple package the connection between the original polynomial matrix and the canonical
form is established.

INTRODUCTION

A 2-D system is a system in which information propagates in two independent directions. These
systems arise from applications such as image processing, iterative circuits, etc. Several authors
(Attasi [1], Fornasini-Marchesini [6] and Roesser [9]) have proposed different state-space models
for 2-D discrete linear systems. However, it has been shown that Roesser’s model is the most
satisfactory and the most general since the other models can be embedded in it. The model of
Roesser is one in which the local state is divided into horizontal and a vertical state which are
propagated respectively horizontally and vertically by first order difference equations. The model
has the form:

(1)
xh(i+ 1, j) = A1x

h(i, j) +A2x
v(i, j) +B1u(i, j)

xv(i, j + 1) = A3x
h(i, j) +A4x

v(i, j) +B2u(i, j)

where xh(i, j) is the horizontal state vector, xv(i, j) is the vertical state vector, u(i, j) is the in-
put vector, and A1, A2, A3, A4, B1, B2, are real constant matrices of appropriate dimensions. The
system (1) can be written in the polynomial form:

(2)
(
sIn −A1 −A2

−A3 zIm −A4

)(
xh(i, j)
xv(i, j)

)
=

(
B1

B2

)
u(i, j)

where s represents an advance operator in the horizontal direction and z an advance operator in the
vertical direction. The polynomial matrix over R[s, z],

(3) T (s, z) =

(
sIn −A1 −A2

−A3 zIm −A4

)

is the characteristic matrix associated with (1). Throughout this paper unless specified otherwise,
D = K[z1, . . . , xn], denotes the polynomial ring in the indeterminates x1, . . . , xn with coefficients
in an arbitrary but fixed field K.
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Theorem 0.1 ([7, 8, 4]). Let T ∈ Dp×p, with full row rank, then T is unimodular equivalent to the
Smith form

(4) S =

(
Ip−1 0

0 |T |

)

where |T | ≡ det(T ) ∈ D if and only if there exist a vector U ∈ Dp which admits a left inverse over
D such that the matrix

(
T U

)
has a right inverse over D.

1. CANONICAL FORM FOR 2-D ROESSER MATRICES

Canonical forms play an important role in the theory of linear systems. Many of the concepts
that lie at the centre of systems theory such as controllability, observability and stability can be
linked via companion form matrices, see for example Barnett [2]. In the following a generalization
of a canonical form 1-D to the 2-D setting is presented for systems arising from Roesser’s discrete
state-space models. The canonical form is based on companion form matrices and is such that many
of the properties are readily extended from 1-D to the 2-D.

Let D = R[s, z] and introduce the canonical form TF ∈ D(n+m)×(n+m) given in [3] for a matrix
T in the form (3):

(5) TF =

(
sIn − F1 −Ā2

−Ā3 zIm − F4

)

where F1 and F2 are in companion form, i.e.,

(6) F1 =




0 1 · · · 0
0 0 · · · 0
...

...
. . .

...
−αn −αn−1 · · · −α1


 , F4 =




0 1 · · · 0
0 0 · · · 0
...

...
. . .

...
−βm −βm−1 · · · −β1


 ,

Ā2 =
(
En 0

)
and En is the n-th column of In. Setting |T | = |TF |, determines uniquely the

matrix Ā3 = [aij ]. The canonical form in (5) has the property that
(
TF En+m

)
admits a right

inverse over D leading to the establishment of the following lemma.

Lemma 1.1. The matrix in the canonical form TF in (5) is unimodular equivalent to the Smith form
(4).

The following result is a consequence of Theorem 0.1 and Lemma 1.1.

Theorem 1.2. Let T be a polynomial matrix in the form (3) satisfying the condition given in Theo-
rem 0.1, then T is unimodular equivalent over D to the canonical form TF in (5).

2. COMPUTATIONAL ASPECTS

Example 2.1. Let D = R[s, z] and

T =




s+ 1 −1 −1 1
1 s −1 1
2 −2 z + 1 −3
0 −3 2 z − 2
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where |T | = (s2 + s+ 1)z2 + (−s2 + 2s+ 1)z + 4s2 − 2s+ 4. The matrix in canonical form TF
associated with |T | is given by (see [3]) :

(7) TF ≡
(
sI2 − F1 −Ā2

−Ā3 zI2 − F4

)
=




s −1 0 0
1 s+ 1 −1 0
2 3 z −1
2 −3 4 z − 1




First we reduce the matrix T to the Smith form S, i.e., compute M1 ∈ GL4(D) and N1 ∈ GL4(D)
such that S = M1TN1 where S is given by (4). Using the method given by Boudellioua and
Quadrat [4], consider the vector U1 =

(
0 0 −1 −1

)T ∈ D4 and P1 = (T U1) ∈ D4×5.
Using the package OREMODULES in Maple, see Chyzak et al. [5], it is possible to check that P
admits a right inverse over D. Furthermore, using the same package, a minimal parametrization
Qm ∈ D5 of P , where Qm = (QT1 QT2 )T and P1Qm = 0, is computed

(8) Qm =

(
Q1

Q2

)
=




2s+ 2
2s

(z + 1)s2 + (z + 4)s+ z + 3
(z − 1)s2 + (z + 2)s+ z + 1

(z2 − z + 4)s2 + (z2 + 2z − 2)s+ z2 + z + 4




Computing the SyzygyModule K1 ∈ D3×4 of Q1, i.e., K1Q1 = 0 gives

(9) K1 =




2 1 z − 1 −z − 1
1 s −1 1

s+ 1 −1 −1 1




where the matrix Q3 ∈ D4×3 is the right inverse of K1, i.e.,

(10) Q3 =




0 1 −1

0 1 −1

−1
2

3
2 +

(
1
2 + 1

2 z
)
s

(
−1

2 − 1
2 z
)
s− 2− 1

2 z

−1
2

3
2 +

(
−1

2 + 1
2 z
)
s

(
1
2 − 1

2 z
)
s− 1− 1

2 z




Thus the matrix N1 = (Q3 Q1) ∈ GL4(D) is given by:
(11)

N1 =




0 1 −1 2 + 2 s

0 1 −1 2 s

−1
2

3
2 +

(
1
2 + 1

2 z
)
s

(
−1

2 − 1
2 z
)
s− 2− 1

2 z (z + 1) s2 + (4 + z) s+ z + 3

−1
2

3
2 +

(
−1

2 + 1
2 z
)
s

(
1
2 − 1

2 z
)
s− 1− 1

2 z (z − 1) s2 + (z + 2) s+ z + 1




The matrix M1 = (TQ3 − U)−1 ∈ GL4(D) is given by
(12)

M1 =




0 0 1 −1

0 1 0 0

1 0 0 0
(
2− 1

2 z + 1
2 z

2
)
s+ 1

2 z
2 − 1 + z

(
−2 + 1

2 z − 1
2 z

2
)
s+ 3− 3

2 z
1
2 z −1

2 z + 1
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and it can be verified the matrix M1TN1 yields the Smith form

(13) S =

(
I3 0
0 Q2

)
≡
(
I3 0
0

(
s2 + s+ 1

)
z2 +

(
2 s− s2 + 1

)
z + 4 s2 − 2 s+ 4

)

where Q2 = |T |. Similarly, the matrix TF is reduced to the Smith form S. Computing M2 ∈
GL4(D) and N2 ∈ GL4(D) such that S = M2TFN2 where S is given by (4) yields,

(14) N2 =




0 0 0 1

0 0 −1 s

0 −1 −s− 1 s2 + s+ 1

−1 −z −3− z − sz s2z + (3 + z) s+ 2 + z




and

(15) M2 =




0 0 1 0

0 1 0 0

1 0 0 0

z2 + 2 z − 2 +
(
z2 − z + 4

)
s z2 − z + 4 −1 + z 1




It follows that the matrix TF is related to the matrix T by:

(16) TF = MTN

where M = M−1
2 M1 ∈ GL4(D) and N = N1N

−1
2 ∈ GL4(D).

3. CONCLUSIONS

In this paper, we have shown that symbolic computation in Maple can be used effectively to
compute the equivalence transformations that reduce a class of 2-D Roesser matrices to a canonical
form. The classes of matrices considered are those arising from 2-D Roesser systems amenable to
be simplified to a single equation in one unknown.
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COMPLETE INTERSECTION FOR PHYLOGENETIC GROUP-BASED MODELS

MARTA CASANELLAS, JESÚS FERNÁNDEZ-SÁNCHEZ, AND MATEUSZ MICHAŁEK

ABSTRACT. We address the problem of describing a complete intersection for the phylogenetic al-
gebraic varieties arising from group-based models. This is carried out by explicitly constructing a
system of equations that define the variety in an open set containing the points with biological sense.
At the same time, our results provide an affirmative answer to a conjecture by the third author, and
give some insight to a couple of conjectures by Sturmfels and Sullivant in [16].

INTRODUCTION

In model-based phylogenetics, evolution is usually modeled assumed to proceed along a tree, from
a an ancestral DNA sequence located at the root of the tree, to sequences found in the taxa (which
label the leaves of the tree). The bases A, C, G and T corresponding to the nucleotides are viewed
as the states of random variables at the nodes of the tree, while the model rules the parameters of
the probabilistic process associated with the edges of the tree. If we obtain a collection of biological
sequences, from currently extant species (taxa), these sequences can be considered to have evolved
from a common ancestral sequence, and be arranged in a alignment. Moreover, each site in the
sequence might be assumed to evolve independently and with identical distribution, so that different
sites are regarded as trial of the same probabilistic process. The main problem is then to infer the
(phylogenetic) tree that describes the evolutionary descent of the sequences.

Phylogenetic models and trees result in algebraic varieties and motivate interesting problems in
algebraic geometry, giving rise to a new area of research known as phylogenetic algebraic geometry
[9]. Cavender and Felsenstein [6] and Lake [11], in their parallel work in 1987, were the first
to propose the use of algebraic tools to deal with this problem, and since then, it has atracted
much attention from algebraic geometers, specially in recent years. They were the first to introduce
phylogenetic invariants for a particular model and tree, which are polynomials that vanish on all
joint distributions of bases at the leaves of the tree, regardless of the values of the parameters of the
model.

For applications, one might hope that the near-vanishing of phylogenetic invariants on observed
frequencies of bases in DNA could be used as a test of model-fit and/or tree-topology. Therefore, it
seems important to know the ideal of polynomials defining these varieties. The first approaches in
this direction are due to the work of Allman-Rhodes [2] and Pachter-Sturmfels [15]. But many other
authors have contributed to the development of this area, either form the more geometric point of
view trying to determine minimal system of generators for the ideal of the varieties [9, 16, 1, 8, 14, 5]
or from the applied standing point trying to apply them to design new methods for phylogenetic
reconstruction [10, 3].
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1. MINIMAL SYSTEMS OF GENERATORS FOR THE PHYLOGENETIC IDEALS

Constructing a minimal system of generators of the ideal of phylogenetic invariants is a hard
problem, which remains open in most cases (for example, for the most general Markov model).
Besides the theoretical difficulties, the codimension of these varieties grows exponentially with the
number of leaves of the tree, and the cardinal of minimal systems of generators increases even more
than exponentially. Some progress has been made for models that can be described in terms of the
action of a finite abelian group (Jukes-Cantor, binary Jukes-Cantor, and the Kimura models with 2
or 3 parameters). For them, one can consider new systems of parameters (Fourier parameters) to
describe the corresponding varieties as toric varieties, simplifying the problem of obtain full systems
of generators for the ideal. This is carried out in [16] and extended in [12].

Moreover, Sturmfels and Sullivant observe that the degree of generation for the ideal of these
varieties seems to be upper bounded by the cardinality of the group, and they conjecture that for any
abelian group G and any tree T , the ideal I(X) of the associated phylogenetic variety is generated
in degree at most |G|. This conjecture is open, apart from the case G = Z2 [16, 7] and the Kimura
3-parameter model corresponding to the group Z2 × Z2 [14].

2. COMPLETE INTERSECTIONS FOR THE VARIETIES OF GROUP-BASED MODELS

A complete system of generators might have no biological interest, because the set of probability
distributions forms only a (real, semialgebraic) subset of the phylogenetic variety. Generalizing
some ideas of [4], in this work we propose a different approach: given a phylogenetic variety X , we
construct a system of codimX phylogenetic invariants that are sufficient to define X on a Zariski
open set containing the biological relevant points. We do this for certain phylogenetic varieties
defined via the action of a finite abelian group G. These varieties turn out to be toric and comprise
the phylogenetic varieties of two well known models in biology: Kimura 3-parameter model when
G = Z2 × Z2, and the Felsenstein-Neyman model when G = Z2. We give an explicit construction
of phylogenetic invariants that define the variety X on U for any finite abelian group G and any
tree. This construction produces polynomials of degree at most |G|, providing insights to the above
conjecture by Sturmfels and Sullivant.

Our main result is the following:

Theorem 2.1. For any abelian group G = Za1 × · · · × Zak and any tree T the associated (toric)
variety X in the Zariski open set UX given by the orbit of the torus action is a complete intersection
of explicitly constructed phylogenetic invariants of degree at most max(3, ai).

Sketch of the proof. The proof of the theorem has several steps, and starts from cyclic groups and the
tripod (the tree with 3 leaves and only one interior node) to inductively extend to arbitrary abelian
groups and trees. In any case, the toricness of the varieties play a fundamental role. For the tripod,
explicit generators of degree ≤ |G| for UX are provided by translating equations for X into the
language of matrices, and finding a minimal system for the appropriate matrix group. In the first
stage this is carried out for cyclic groups and then, generalized to any abelian group. Then, the case
of any trivalent tree is achieved by joining two smaller trees whose equations are already known.
Finally, we deal with case of tree with any valency.
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At the same time, the result gives an affirmative answer to a conjecture stated by the third author
in [13]: on the orbit UX the variety associated to a claw tree is an intersection of varieties associated
to trees with nodes of strictly smaller valency.
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A NOTE ON THE REPRESENTATION OF SOLVABLE LIE ALGEBRAS

MANUEL CEBALLOS, JUAN NÚÑEZ, AND ÁNGEL F. TENORIO

ABSTRACT. Every finite-dimensional complex solvable Lie algebra can be represented as a matrix
Lie algebra, with upper-triangular square matrices as elements. Nevertheless, the minimal order of
these matrices is unknown in general. In this paper, we draft a method to compute both that minimal
order and a matrix representation of such an order for a given solvable Lie algebra. As application
of this procedure, we compute minimal faithful matrix representations for several families of Lie
algebras with arbitrary dimensions.

INTRODUCTION

In virtue of Ado’s Theorem, every finite-dimensional complex Lie algebra is isomorphic to a
Lie subalgebra of the general linear algebra gl(n;C) of complex n × n matrices, for some n ∈
N. This paper deals with finding Lie subalgebras of Lie algebra hn, of n × n upper-triangular
matrices, being isomorphic to solvable Lie algebras; since every finite-dimensional solvable Lie
algebra is isomorphic to a subalgebra of hn, for some n ∈ N, according to [7, Proposition 3.7.3].
Consequently, it is interesting to determine which is the minimal n ∈ N such that a given Lie algebra
g is isomorphic to some Lie subalgebra of hn; i.e. finding out the minimal dimension of faithful
representations of g by using n× n upper-triangular matrices.

This topic has been previously studied in the literature. For example, Benjumea et al. [1] designed
an algorithmic procedure which computed the minimal faithful unitriangular matrix representations
of nilpotent Lie algebras. The complete list of these representations were given by Benjumea et
al. [2] for nilpotent Lie algebras of dimension less than 6. With respect to filiform Lie algebras,
their representations were studied in [4] for dimension less than 9. Our main goal is to obtain tools
which ease the advance for the above-mentioned research and, in this way, we introduce the design
of an algorithm (which has been implemented) to compute minimal faithful matrix representations
of solvable Lie algebras. As application, we have computed a minimal faithful matrix representation
for some n-dimensional Lie algebras starting from their laws.

1. PRELIMINARIES

From here on, we have only considered finite-dimensional Lie algebras over the complex number
field C. The reader can consult [7] for a comprehensive review on Lie algebras.

Given a Lie algebra g, its derived series is defined as follows

C1(g) = g, C2(g) = [g, g], C3(g) = [C2(g), C2(g)], . . . , Ck(g) = [Ck−1(g), Ck−1(g)], . . .

If there exists a natural integer m such that Cm(g) ≡ 0, then g is said to be solvable. We have the
following
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Proposition 1.1. If h is a Lie subalgebra of a given Lie algebra g, then Ck(h) ⊆ Ck(g), for all
k ∈ N.

Given n ∈ N, the complex solvable Lie algebra hn consists of n × n upper-triangular matrices;
i.e. its elements can be expressed as

hn(xr,s) =




x11 x12 · · · x1n
0 x22 · · · x2n
...

...
. . .

...
0 · · · 0 xnn


 , with xr,s ∈ C, for 1 ≤ r ≤ s ≤ n.

The dimension of hn is n(n+1)
2 and the nonzero brackets are

[Xi,j , Xj,k] = Xi,k, ∀ 1 ≤ i < j < k ≤ n;
[Xi,i, Xi,j ] = Xi,j , 1 ≤ i < j ≤ n;
[Xk,i, Xi,i] = Xk,i, ∀ k ≤ i ≤ n.

with respect to the basis Bn = {Xi,j = hn(xr,s) |xr,s = δr,i · δs,j , for 1 ≤ r ≤ s ≤ n}1≤i≤j≤n,
where δ denotes the Krönecker delta function.

2. MINIMAL MATRIX REPRESENTATIONS

Given a Lie algebra g, a representation of g in Cn is a Lie-algebra homomorphism φ : g →
gl(C, n). The dimension of this representation is the value of n ∈ N. Ado’s theorem assures the
existence of a linear injective representation (i.e. a faithful representation) on a finite-dimensional
vector space for every finite-dimensional Lie algebra over a field of characteristic zero.

Representations are usually defined as g-modules; i.e. Lie-algebra homomorphisms from g to Lie
algebra gl(V ) of endomorphisms over an arbitrary n-dimensional vector space V (see [6]).

With respect to minimal representations of Lie algebras, Burde [3] introduced the invariant µ(g)
for any given Lie algebra g

µ(g) = min{dim(M) |M is a faithful g-module}.

The goal of this paper is to study matrix faithful representations of solvable Lie algebras. More
concretely, we are looking for minimal faithful matrix representations being contained in hm, for
some m ∈ N. Indeed, given a solvable Lie algebra g, our goal is to determine the minimal value m
such that g is isomorphic to a Lie subalgebra of hm, but not of hm−1. This value is also an invariant
of g and can be expressed as

µ̄(g) = min{m ∈ N | ∃ subalgebra of hm isomorphic to g}.
In general, invariants µ(g) and µ̄(g) can be different from each other.

To carry out the computation of a minimal faithful matrix representations for a given n-dimensional
solvable Lie algebra g by using Lie algebras hm, we have sketched an algorithmic method which
only requires the law of g as input. The steps of this algorithm are the following

(1) Construct the derived series of g and look for the first natural integer k such that this series
fits in with that associated with hk. Consequently, we are interested in the first k verifying
Ci(g) ⊆ Ci(hk), for all i ∈ N. This is in virtue of Proposition 1.1.
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(2) Express the vectors in the basis {ei}ni=1 of g as linear combinations of basis Bk of hk (i.e.
express g as a subalgebra of hk):

eh =
∑

1≤i≤j≤k
λhi,jXi,j , for 1 ≤ h ≤ n,

taking into account the possible simplifications resulting from Proposition 1.1.
(3) Compute bracket [ei, ej ] for 1 ≤ i ≤ j ≤ n and compare coordinate to coordinate with the

results in the laws of g, but expressed in terms of the basis Bk of hk.
(4) Solve the previous system and consider one of the solutions corresponding to a set of lin-

early independent vectors (i.e. this solution is the faithful matrix representation searched).
If there are no such solutions, then go back to Step 2 and repeat each step with Lie algebra
hk+1 since Lie algebra g cannot be represented as a Lie subalgebra of hk.

Since we start with k = 1 and k increases one unit when there are no representations in hk, we
can assert that the representation obtained in the previous algorithm is minimal.

3. SOME TIPS FOR A SUCCESSFUL IMPLEMENTATION

According to the design previously sketched, the implementation of our procedure should be
organized to give answer to the following issues in this order

• Computing the law of solvable Lie algebra hn.
• Computing two lists to save the dimension of the ideals in the derived series of hn and g.
• Determining the minimal dimension k such that the derived series of g is compatible with

that of hk (i.e. the smallest k which should be considered to find a faithful matrix represen-
tation of g).
• Expressing all the vectors in the basis of g as linear combinations of basis Bk of hk.
• Imposing the law of both Lie algebras and applying Proposition 1.1 to obtain an equation

system.
• With a symbolic computation package, solving the system of equations resulting from the

previous expressions. Since equations are polynomial, every symbolic computation package
computes efficiently the algebraic expression of the set of solutions.
• Checking if some of the solutions corresponds to a list of linearly independent vectors.
• If there exists such a solution, then some free coefficients may appear because the faithful

matrix representation of g may be not unique. In order to obtain a simpler representative,
we consider as many null coefficients as possible.

When implementing this algorithm (in our case with Maple), we can compute a minimal faithful
matrix representation of any solvable Lie algebra and, more concretely, the list of representations
for each dimension whose classification is known.

4. APPLICATION TO n-DIMENSIONAL LIE ALGEBRAS

From a theoretical viewpoint, we want to show how this procedure can be also applied to com-
puting representations for Lie algebras of arbitrary dimension. For example, we have obtained some
results regarding the following particular types of algebras
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Proposition 4.1. [5, Proposition 3] If sn is the n-dimensional solvable Lie algebra with basis
{ei}ni=1 and law [ei, en] = ei, for 1 ≤ i < n, then µ(sn) = n and a minimal faithful representation
of sn is given by {ej = X1,j+1}j=n−1

j=1 ∪ {en = −X1,1}.

Proposition 4.2. [5, Proposition 4] If H2n+1 is the (2n+ 1)-dimensional Heisenberg algebra with
basis {ei}2n+1

i=1 and law [e2i, e2i+1] = e1, for 1 ≤ i ≤ n, then µ(H2n+1) = n + 2 and a minimal
faithful representation of H2n+1 is given by {e2j+1 = Xj+1,n+2}j=nj=0 ∪ {e2k = X1,k+1}n+1

k=1 .

Proposition 4.3. [5, Proposition 5] If fn is the n-dimensional filiform Lie algebra with basis {ei}ni=1
and law [e1, eh] = eh−1, for 3 ≤ h ≤ n, then µ(fn) = n and a minimal faithful representation of fn
is given by

{
e1 =

∑n−2
i=1 Xi,i+1

}
∪ {ej = Xj−1,n}nj=2.
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ON THE MÖBIUS FUNCTION OF SUBSEMIGROUPS OF N

J. CHAPPELON, I. GARCÍA-MARCO, L. P. MONTEJANO, AND J. L. RAMÍREZ ALFONSÍN

ABSTRACT. Let S be a subsemigroup of N and let (Z,≤S) be the (locally finite) poset induced by
S on Z defined by x ≤S y if and only if y − x ∈ S for all x, y ∈ Z. In this work we investigate
µS , the Möbius function associated to (Z,≤S). In particular, we provide some results relating µS
with the Hilbert series of S. As a consequence of these results we are able to describe the Möbius
function associated to (Z,≤S) when S is a semigroup with a unique Betti element and when S is a
three generated complete intersection semigroup.

INTRODUCTION

Let (P,≤) be a locally finite poset, i.e., ≤ is a partial order for P and for every x, y ∈ P the set
{z ∈ P |x ≤ z ≤ y} is finite. Let x and y be elements of P . A chain of length l ≥ 0 between
x and y is a subset of P containing x and y, with cardinality l + 1 and totally ordered by ≤, that
is {a0, a1, . . . , al} ⊂ P such that x = a0 � a1 � · · · � al = y. For any nonnegative integer l,
we denote by cl(x, y) the number of chains of length l between x and y. Note that this number is
always finite because the poset P is supposed to be locally finite.

The Möbius function µP associated to (P,≤) is the integer-valued function on P ×P defined by

µP (x, y) =
∑

l≥0
(−1)l cl(x, y).

The Möbius function is an important concept associated to (locally finite) posets. We refer the
reader to [6] for a detailed study and for a large number of applications of the Möbius function.

In this work, we investigate the Möbius function associated to posets arising naturally from sub-
semigroups of N as follows. Let a1, . . . , an ∈ N be positive integers and let S := 〈a1, . . . , an〉
denote the subsemigroup of N generated by a1, . . . , an, that is,

S = {x1a1 + · · ·+ xnan |x1, . . . , xn ∈ N}.
Throughout this work, we consider the structure of poset induced by S on Z, whose partial order

≤S is defined by
x ≤S y ⇐⇒ y − x ∈ S,

for all x, y ∈ Z. This (locally finite) poset will be denoted by (Z,≤S).We denote by µS the Möbius
function associated to (Z,≤S). For every x, y ∈ Z it is easy to check that µS(x, y) = µS(0, y−x).
For this reason we only consider the univariate Möbius function µS : Z → Z defined by µS(x) :=
µS(0, x).

As far as we are aware, the only known results concerning µS is an old theorem due to Deddens
[2] that determines the values of µS when S = 〈a, b〉, and a recent paper due to Chappelon and
Ramírez Alfonsín [1] where the authors investigate µS when S = 〈a, a + d, . . . , a + kd〉 with
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a, k, d ∈ Z+. In both papers the authors approach the problem by a thorough study of the intrinsic
properties of each semigroup.

In this work we present a different and more general approach to the study of µS by means of
the Hilbert series of S. As a consequence of this approach we are able to provide formulas for µS
when S belongs to some families of semigroups; namely, when S is a semigroup with a unique
Betti element (yielding to a short proof for Dedden’s result) and when S = 〈a1, a2, a3〉 ⊂ N is a
complete intersection semigroup.

Consider the semigroup S = 〈a1, . . . , an〉 ⊂ N. We denote by Z[[t]] the ring of formal power
series in the variable t over Z. The Hilbert series associated to S, HS(t), is

HS(t) :=
∑

b∈S t
b ∈ Z[[t]].

Now we can state the first result, which provides a recursive formula for the Möbius function in
terms of the coefficients of HS(t).

Theorem 1. If we denote

(1− ta1) · · · (1− tan) HS(t) =
∑

b∈N fb t
b ∈ Z[t];

then,
∑

b∈N fb µS(x− b) = 0 for all x /∈ {∑i∈A ai |A ⊂ {1, . . . , n}}.

We also prove the following.

Theorem 2. HS(t)GS(t) = 1, where GS(t) denotes the generating function of the Möbius function,
i.e.,

GS(t) :=
∑

b∈N µS(b) t
b ∈ Z[[t]].

Hence, the generating function of the Möbius function of (Z,≤S) can also be computed as the
inverse of the Hilbert series of S.

Thus, Theorems 1 and 2 provide tools to compute the Möbius function of (Z,≤S) whenever one
knows the Hilbert series of S. We have exploited these results to provide two different proofs of
Theorems 3 and 5. In Theorem 3 we provide an explicit formula for µS when S is a semigroup
with a unique Betti element. In Theorem 5 we provide a semi-explicit formula for µS when S =
〈a1, a2, a3〉 ⊂ N and S is a complete intersection.

Every subsemigroup ofN can be described by a finite presentation. Whenever there exists an only
b ∈ N such that its factorizations give rise to a minimal presentation, then S is called a semigroup
with a unique Betti element. These semigroups where studied in detail in [3], where the authors
prove that whenever S ⊂ N; then, S = 〈a1, . . . , an〉 is a semigroup with a unique Betti element if
and only if there exist relatively prime different integers k1, . . . , kn ≥ 2 such that ai :=

∏
j 6=i kj for

all i ∈ {1, . . . , n}. For this family of semigroups the following result holds.

Theorem 3. Let S = 〈a1, . . . , an〉 ⊂ N be a semigroup with a unique Betti and denote D :=
lcm{a1, . . . , an}. Then,

µS(x) =





(−1)|A|
(
k+n−2

k

)
if x ≥ 0, and x =

∑
i∈A ai + kD with A ⊂ {1, . . . , n},

0 otherwise.
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As a direct consequence of this result we recover Dedden’s classical result.

Corollary 4. Let a, b ∈ Z+ be relatively prime integers and consider S := 〈a, b〉. Then,

µS(x) =





1 if x ≥ 0 and x ≡ 0 or a+ b (mod ab),
−1 if x ≥ 0 and x ≡ a or b (mod ab),
0 otherwise.

Now we present a semi-explicit formula for the Möbius function of S when S = 〈a1, a2, a3〉 is
a complete intersection semigroup and gcd{a1, a2, a3} = 1. In this setting we know from [4] that
S is a complete intersection if and only if gcd{ai, aj} ak ∈ 〈ai, aj〉 with {i, j, k} = {1, 2, 3}; we
assume that gcd{a2, a3} a1 ∈ 〈a2, a3〉 and denote d := gcd{a2, a3}.

In order to present Theorem 5 we need to introduce the notion of the Sylvester denumerant dB(x)
for B = (b1, . . . , bk) ∈ Nk, which is the number of non-negative integer solutions (x1, . . . , xk) ∈
Nk to the equation x =

∑k
i=1 xibi.

Theorem 5. Let S = 〈a1, a2, a3〉 be a numerical semigroup such that da1 ∈ 〈a2, a3〉 where d :=
gcd{a2, a3}. Then, for every x ∈ Z there exists a unique α ∈ {0, . . . , d−1} such that x = αa1+x

′

and d | x′; moreover,
µS(x) = 0

if α ≥ 2, or

µS(x) = (−1)α (dB(x′)− dB(x′ − a2)− dB(x′ − a3) + dB(x
′ − a2 − a3))

otherwise, where B := (da1, a2 a3/d).

Hence, this result expresses the Möbius function associated to (Z,≤S), where S is a three gener-
ated complete intersection numerical semigroup, in terms of a unique writing of every integer and
of four Sylvester denumerants of the form dB(y), where B = (p, q). These denumerants can be
computed following the results in [5, Chapter 4.4]. More precisely, if we set d := gcd{p, q}, one
can compute dB(y) with the following formula:

(1) dB(y) =





0 if d - y,

dB′(y/b) if d > 1 and d | y; where B′ := (p/d, q/d),

y+pp′+qq′
pq − 1 otherwise; where p′ ∈ {1, . . . , q}, q′ ∈ {1, . . . , p},

q | (pp′ + y), and p | (qq′ + y).

Thus, Theorem 5 yields an algorithm to compute µS(x) for x ∈ Z in this setting. In the resulting
algorithm one firstly determines if α = 0, α = 1 or α ≥ 2; we observe that α = 0 if d | x,
α = 1 if d | x − a1 and α ≥ 2 otherwise. If α ≥ 2, then µS(x) = 0 and we are done. If
α ∈ {0, 1}, then we set x′ := x−αa1 and follow (1) to compute dB(x′), dB(x′− a2), dB(x′− a3)
and dB(x′ − a2 − a3), where B := (da1, a2 a3/d). Finally, we return the result obtained after
substituting the corresponding values in the formula given in Theorem 5.
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SOME STABILITY PHENOMENA FOR THE REDUCED KRONECKER
COEFFICIENTS.

LAURA COLMENAREJO AND MERCEDES ROSAS

ABSTRACT. The reduced Kronecker coefficients are a family of integers closely related to the de-
composition into irreducibles of both the general lineal group and the symmetric group. In this work
we investigate certain sequences of reduced Kronecker coefficients ḡ

kλ+(i)
kµ,kν , depending of k and i.

We show that have interesting stabilization properties.

1. INTRODUCTION

A central theme in mathematics is the idea of symmetry. First and foremost, symmetries are
encoded using the symmetric groups and the complex general lineal groups. The representation
theory of these groups are deeply intertwined by the famous Schur-Weyl duality.

Given two irreducible representations of a group, an important problem asks how to decompose
their tensor product into irreducibles. For the general linear group GL(k,C) the beautiful combina-
torics surrounding the Littlewood–Richardson coefficients explains us how to achieve this decom-
position. It develops that the irreducible representations of the general lineal group are labelled by
integer partitions λ, with `(λ) ≤ k. The Littlewood–Richardson coefficients cλµ,ν are indexed by
triples of partitions µ, ν, and λ, with |µ|+ |ν| = |λ|.

For the symmetric group Sn, the multiplicities appearing in the decomposition of the tensor
product of irreducible representations are called the Kronecker coefficients. The irreducible repre-
sentations of the Sn are indexed by partitions of n. The Kronecker coefficients gλµ,ν are indexed by
triples of partitions µ, ν, and λ, with |µ| = |ν| = |λ| = n.

Trying to understand the Kronecker coefficients is a problem that has captured the attention of
mathematicians for more than a century, but that has remained unsolved. Recently, it has come
back to the forefront because of their connections to geometric complexity theory and to quantum
information theory.

In 1938 Murnaghan discovered an intriguing stabilization phenomena for the Kronecker coef-
ficients, [5]. They stabilize when we increase the first rows of its three indexing partitions. The
limits of these sequences are known as the reduced Kronecker coefficients. They are indexed by
the partitions obtained after deleting the first parts of the original triple. Note that the resulting
partitions do not have to add to the same number. Indeed, as observed by Littlewood if the resulting
partitions satisfy that |µ| + |ν| = |λ|, then the reduced Kronecker coefficients coincide with the
Littlewood-Richardson coefficients.

The reduced Kronecker coefficients ḡλµ,ν have been shown to govern the representation theory
of the partition algebra, [1]. They are believed to simpler the Kronecker coefficients, but their
knowledge suffices to compute the Kronecker coefficient, [2]. Kirillov and Klyachko, [3, 4], have
conjectured that the reduced Kronecker coefficients satisfy the saturation hypothesis : For any k ≥ 1
we have that ḡkλkµ,kν > 0 iff ḡλµ,ν > 0. This is known not to be the case for the Kronecker coefficients.
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In this abstract we investigate a related family of sequences of reduced Kronecker coefficients
ḡ
kλ+(i)
kµ,kν , depending k and i. We give partial evidence that their behavior is consistent with the

idea that they count integer points in some polytope. We show the saturation conjecture holds,
when applicable. We also show the occurrence of new limiting phenomenon reminiscent of the one
described for Murnaghan for the reduced Kronecker coefficients.

Both authors have been partially supported by projects MTM2010-19336, FEDER, and FQM333
of the Spanish government.

2. LINEARITY : THREE ONE-ROW PARTITIONS.

Using SAGE, we tested the saturation hypothesis for the reduced Kronecker coefficients. We
focus on the family µ = (a), ν = (b) and λ = (c), and add a fixed partition (i) to introduce an
affine twist. The results obtained show the existence of new stabilization phenomena. We present
our results using some of examples, and then give formulas that describe our observations in full
generality. The formulas follow from Theorem 2.4.

Let bac, be the largest integer less than or equal to a. For the tables, we follow the convention
that the columns are indexed by k and the rows by i.

Example 2.1 (Stabilization among the diagonals). Consider sequences of reduced Kronecker coef-
ficients ḡ(k+i)(k),(k):

1, 1, 2, 2, 3, 3, 4, 4, 5, 5, 6, 6, 7, 7, 8,
0, 1, 1, 2, 2, 3, 3, 4, 4, 5, 5, 6, 6, 7, 7,
0, 0, 1, 1, 2, 2, 3, 3, 4, 4, 5, 5, 6, 6, 7,
0, 0, 0, 1, 1, 2, 2, 3, 3, 4, 4, 5, 5, 6, 6,
0, 0, 0, 0, 1, 1, 2, 2, 3, 3, 4, 4, 5, 5, 6,
0, 0, 0, 0, 0, 1, 1, 2, 2, 3, 3, 4, 4, 5, 5,
0, 0, 0, 0, 0, 0, 1, 1, 2, 2, 3, 3, 4, 4, 5,
0, 0, 0, 0, 0, 0, 0, 1, 1, 2, 2, 3, 3, 4, 4

The coefficients in the ith diagonal, ḡ(2k−i)(k),(k) , stabilize to b i2c + 1 when k grows. The nonzero

entries in the ith diagonal, ḡ(k+i)(k),(k), are constant.

Example 2.2. Consider now the family of reduced Kronecker coefficients ḡ(i)(k),(k). The rows start
being zero. Then, they grow linearly, to finally they stabilize in a value that only depends on i, as in
the previous example.

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
0, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2,
0, 0, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2,
0, 0, 1, 2, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3,
0, 0, 0, 1, 2, 3, 3, 3, 3, 3, 3, 3, 3, 3,
0, 0, 0, 1, 2, 3, 4, 4, 4, 4, 4, 4, 4, 4,
0, 0, 0, 0, 1, 2, 3, 4, 4, 4, 4, 4, 4, 4,
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This is a general phenomena: if we consider any family of coefficients of this form such that
a = b+ c, then

ḡ =





0 0 ≤ k < i
2b⌊

2bk−i
2

⌋
+ 1 i

2b ≤ k ≤ i
b⌊

i
2

⌋
+ 1 k > i

b

Observe that for i, the family of coefficients stabilizes to b i2c+ 1.

There is just another possible situation. If we make µ = (2), we observe another phenomena
consistent with the idea that, as for the Littlewood-Richardson coefficients, the reduced Kronecker
coefficients count the number of integral point on a polytope.

Example 2.3. For the sequences ḡ(i)(2k),(k) we obtain :

1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 2, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 1, 2, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 1, 2, 2, 1, 1, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 2, 2, 2, 1, 1, 0, 0, 0, 0, 0, 0,

At each row, and after some zeroes, we have that the entries increase linearly, and after reaching
its maximum value, they decrease linearly to zero. Indeed, this family of coefficients stabilize to
zero for all i.

This is a particular example of the following fact. If c = 0, b = 1 and a ≥ 2 then

ḡ =





0 0 ≤ k < i
a+1⌊ (a+1)k−i

2

⌋
+ 1 i

a+1 ≤ k ≤ i
a⌊ i−(a−1)k

2

⌋
+ 1 i

a ≤ k ≤ i
a−1

0 k > i
a−1

We can see that they stabilize to 0 and they have a maximum at k =
⌊
i
a

⌋
with value

⌊ i−(a−1)k
2

⌋
+

1.

We say that f : N→ Z is a quasi-polynomial if there exists a periodm and polynomials pi ∈ Z[t]
such that f(t) = pi(t) for t ≡ i mod m.

Theorem 2.4. Fix µ = (a), ν = (b), and λ = (c). Then, the value of the reduced Kronecker
coefficient ḡkλ+(i)

kµ,kν is given by a piecewise linear polynomial P of period 2.
Moreover, the asymptotic behavior of the quasi-polynomial corresponds always to one of the

examples given above.

We have explicit formulas for this piecewise linear quasi polynomial (that depends on µ, ν and
λ fixed). In this abstract we only include a portion of it. The proof of the theorem is based on the
translation for reduced Kronecker coefficients of the results obtained in [6] for the case when the
Kronecker coefficients are of the form {gλµν : µ = (µ1, µ2) ν = (ν1, ν2)}.
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3. A NONLINEAR EXAMPLE

The fact that for the families considered about, the reduced Kronecker coefficients are given by
linear quasi polynomials is a consequence of the fact that the three indexing partitions µ, ν and λ
have only one part. We are currently investigating what happens in general. While the coefficients
do not grow linearly, the presence of new stabilization phenomena seems to be a general fact. We
close this abstract with the following elegant observation. The sequences ḡ(k)(k,k),(k+i,k) stabilize to
the sequence 1

(1−x)2(1−x2)2(1−x3) when i grows.

1, 3, 4, 7, 9, 14, 17, 24, 29 38 45 57 66 81, 93 A008763
1, 2, 4, 7, 11, 16, 23, 31, 41, 53, 67, 83, 102, 123, 147 A000601
0, 1, 2, 5, 8, 14, 20, 30, 40, 55, 70, 91, 112, 140, 168 A006918
0, 0, 1, 2, 5, 9, 15, 23, 34, 47, 64, 84, 108, 136, 169 A014126
0, 0, 0, 1, 2, 5, 9, 16, 24, 37, 51, 71, 93, 122, 153
0, 0, 0, 0, 1, 2, 5, 9, 16, 25, 38, 54, 75, 100, 131 A175287
0, 0, 0, 0, 0 1, 2, 5, 9, 16, 25, 39, 55, 78 104
0, 0, 0, 0, 0, 0 1, 2, 5, 9, 16, 25, 39, 56, 79

Indeed, if we disregard the starting zeroes, i.e., we look at ḡ(k)(k,k),(2k−i,k), we obtain a sequence of
sequences that converges to

1

(1− x)2(1− x2)2(1− x3) = 1, 2, 5, 9, 16, 25, 39, 56, 80, 109, 147, 192, 249, 315, 396, · · ·

Furthermore, at each row (at each value of i) the first nonzero i terms of ḡ(k)(k,k),(2k−i,k) are identical
with the first entries of 1

(1−x)2(1−x2)2(1−x3) .
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ZIGZAG FORM OVER FAMILIES OF PARAMETRIC MATRICES

ROBERT M. CORLESS, MARC MORENO MAZA, AND STEVEN E. THORNTON

INTRODUCTION

This work was initially motivated by a desire to compute the Frobenius (rational) canonical forms
of parametric matrices for applications in dynamical system theory. The Frobenius form can easily
be extended to the Jordan and Weyr (see [11]) canonical forms. Additionally, the minimal polyno-
mial is easily extracted form the Frobenius form.

Currently, computations on parametric matrices are considered difficult and costly because canon-
ical forms such as the Frobenius, Jordan and Weyr forms are discontinuous; this requires special
cases for completeness, and exhaustive analysis produces combinatorially many cases. Some pa-
pers considering special cases with parameters include [1] and [5].

There are a large number of methods for computing the Frobenius form of a constant matrix such
as in [2], [7], [8], [9], [10] and [12]. We instead modify the algorithm of Storjohann from [13]
and [14] for computations on parametric matrices. This algorithm requires the computation of the
so-called Zigzag form before the Frobenius form can be computed. The Zigzag form itself is not
directly useful for applications but provides a matrix from which the Frobenius form can easily be
obtained. This will be discussed in detail in a forthcoming paper.

We begin by introducing the algebraic material necessary for the computation. Section 2 in-
troduces the concept of a parametric Zigzag matrix. Section 3 briefly describes the algorithm for
computing the set of Zigzag matrices similar to a parametric matrix as an extension of [13]. We
then briefly describe how this algorithm has been implemented with the RegularChains library,
in Section 4. We finish off by considering future work.

1. PRELIMINARIES

Let K be an algebraically closed field or a real closed field. Let α1 < · · · < αm be m ≥ 1
ordered variables. We denote by K[α] = K[α1, . . . , αm] the ring of polynomials in the variables
α = α1, . . . , αm with coefficients in K. We denote by K(α) the quotient field of K[α], that is, the
field of multivariate rational functions in α with coefficients in K.

Constructible Set. If K is algebraically closed, we call a constructible set S of K[α] the solution
set of any polynomial system of the form

(1) f1(α) = · · · = fa(α) = 0, g(α) 6= 0

where f1(α), . . . , fa(α), g(α) are polynomials ofK[α]. If f1(α), . . . , fa(α) form a regular chain of
K[α] (see [4]) and if the polynomial g(α) is regular (i.e. neither zero nor a zero-divisor) modulo the
saturated ideal of this regular chain, then the system (1) is called a regular system (see [6]). When
this holds, we necessarily have S 6= ∅.
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Semi-Algebraic Set. If K is a real closed field, we call a semi-algebraic set S of K[α] the solution
set of any polynomial system of the form

f1(α) = · · · = fa(α) = 0, g(α) 6= 0, p1(α) > 0, . . . , pb(α) > 0, q1(α) ≥ 0, . . . , qc(α) ≥ 0

where f1(α), . . . , fa(α), g(α), p1(α), . . . , pb(α), q1(α), . . . , qc(α) are polynomials of K[α]. Under
some additional technical assumptions (in particular assuming that f1(α), . . . , fa(α) is a regular
chain and that each of the polynomial p1(α), . . . , pb(α) is regular modulo the saturated ideal of this
regular chain, see [3]) then the system (1) is called a regular semi-algebraic system. When this
holds, we necessarily have S 6= ∅.

Proposition 1.1 ([6, 3]). Assume K is algebraically closed (resp. real closed). Then, for every
constructible set (resp. semi-algebraic set) S ⊆ Km one can compute finitely many regular systems
(resp. regular semi-algebraic system) Σ1, . . . ,Σ` such that the union of their solution sets equals S;
we call Σ1, . . . ,Σ` a triangular decomposition of S. Moreover, for two construtible sets (resp. semi-
algebraic sets) S1, S2 ⊂ Km, one can compute a triangular decomposition of their intersection
S1 ∩ S2, their union S1 ∪ S2 and the set theoretical difference S1 \ S2.

Remark 1.2. Let S ⊆ Km be a constructible (resp. semi-algebraic) set and f(α) ∈ K[α]. A useful
tool for later computations will be finding the partition (Seq, Sneq) of S defined by

Seq = S ∩ V (f(α)) and Sneq = S \ V (f(α)) = S \ Seq
by means of the algorithms of [6, 3].

2. ZIGZAG MATRIX

Parametric Polynomial. Let x be an additional variable. Let f(x;α) be a monic polynomial of
degree r w.r.t. x. We write:

(2) f(x;α) = f0(α) + f1(α)x+ · · ·+ fr−1(α)xr−1 + xr

where the coefficients f0(α), . . . , fr−1(α) are rational functions inK(α). We assume that the values
of α are constrained to belong to a constructible (resp. semi-algebraic) set S. In particular, the
denominator of every coefficient f0(α), . . . , fr−1(α) is nonzero everywhere on S. This can be
achieved thanks to Proposition 1.1.

Companion Matrix. The Frobenius companion matrix in x of the polynomial in Equation (2) takes
the form

(3) Cf(x;α) =




0 · · · 0 −f0(α)

1
. . .

...
...

. . . 0 −fr−2(α)
1 −fr−1(α)




where the values of α are restricted by the set S as above.

Remark 2.1. f(x;α) may be expressed in bases other than the monomial, and other forms of com-
panion matrices exist and are useful.
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Zigzag Matrix. A parametric Zigzag matrix takes the form

(4)




Cc1(x;α) Bb1
CTc2(x;α)
Bb2 Cc3(x;α) Bb3

CTc4(x;α)
. . .

CTck−2(x;α)

Bbk−2
Cck−1(x;α) Bbk−1

CTck(x;α)




for k even. Each polynomial c1(x;α), . . . , ck(x;α) takes the same form as Equation (2). Again,
we restrict the values of α by the above set S such that the denominator of every coefficient of
c1(x;α), . . . , ck(x;α) is non-zero everywhere on S. The Bbi blocks are zero matrices with either a
0 or 1 in the upper left entry and their size is determined by their neighbouring companion blocks.

To cover the case where there may be an odd number of blocks along the diagonal (k odd), the
conditions deg ci ≥ 1 for 1 ≤ i < k and deg ck ≥ 0 are introduced. This allows the kth diagonal
block to have dimension zero and hence the block Bbk−1

above CTck(x;α) will also have dimension
zero.

3. COMPUTATION

The algorithm discussed in this section extends the work of Storjohann in [13] and [14] to the
computation of Zigzag forms of families of parametric matrices.

Theorem 3.1. LetK,K[α] and S be as in Section 1. For every matrixA(α) ∈ Kn×n[α], there exists
a partition (S1, . . . , SN ) of S such that for each Si, there exists a matrix Zi(α) ∼ A(α) in Zigzag
form where the denominators of the coefficients of the entries of Zi(α) are all non-zero everywhere
on Si.

We follow the same algorithm presented in Section 2 of [13]. Stages 1 and 3 must be modified
for finding pivots vanishing nowhere on the underlying constructible (resp. semi-algebraic) set.
Proposition 1.1 tells us that this can be achieved and Remark 1.2 emphasizes the fact that this can
lead to generate a case discussion, which is a standard procedure in the computation of triangular
decompositions. Once computation has split into two branches, one where a pivot has been found
and the set S has been replaced with Sneq, and another where the pivot has not yet been found and
the search for a pivot continues with S replaced by Seq, the computations proceed in parallel (or by
stack execution sequentially).

4. IMPLEMENTATION

A sequential implementation has been written in MAPLE to compute the set of Zigzag forms simi-
lar to an input parametric matrix under algebraic or semi-algebraic constraints. The RegularChains
library in MAPLE contains many useful procedures and sub-packages for performing polynomial
computations with parameters. See www.regularchains.org for details. The ConstructibleSetTools
and SemiAlgebraicSetTools sub-packages of RegularChains are useful for representing
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constructible sets and semi-algebraic sets respectively and, performing set operations on them, as
mentioned in Proposition 1.1. The GeneralConstruct procedure from the ConstructibleSetTools
obtains a triangular decomposition of an input system of polynomial equations and inequations.
Analogously, the RealTriangularize procedure computes a triangular decomposition of a
semi-algebraic set given by an input system of polynomial equations, inequations and inequalities.
The intersection and set theoretical difference computations needed in remark 1.2 are performed
by the Intersection and Difference commands of the ConstructibleSetTools and
SemiAlgebraicSetTools sub-packages.

Cost. As one can expect, we have verified experimentally that the main cost of the implemented
algorithm comes from the computations of the intersections needed in remark 1.2. Clearly, this
costs grows exponentially with the number m of parameters α1, . . . , αm.

Example 4.1. Consider the 3× 3 matrix with a single parameter α over the complex numbers C

A(α) =



−1 −α− 1 0
−1/2 α− 2 1/2
−2 3α+ 1 −1




with no input conditions on α. The Zigzag forms similar to this matrix are

Z1(α) =




0 0 4α
1 0 4(α− 1)
0 1 α− 4


 α+ 3 6= 0, Z2(α) =




0 −4 1
1 −4 0
0 0 −3


 α+ 3 = 0 .

Clearly, Z1(α) is already in Frobenius form whereas Z2(α) requires additional work to obtain the
Frobenius form. This example turns out to have a continuous Frobenius form in the parameter,
hence the Frobenius form is Z1(α) for all values of α.

Using the MAPLE implementation written, this could be computed by executing the MAPLE code
(replacing α by a):

> with(RegularChains):
> with(ConstructibleSetTools):
> R := PolynomialRing([a]):
> S := GeneralConstruct([],[],R):
> A := Matrix([[-1, -a-1, 0],[-1/2, a-2, 1/2],[-2, 3*a+1, -1]]):
> Z := ParametricZigzagForm(A, S, R);

5. APPLICATIONS

The implementation code together with a variety of test examples of various levels of difficulty
can be downloaded from http://steventhornton.ca/coderepository/. In particular,
some examples are taken from the literature on control system design where parametric matrices
arise. We are currently extending the functionalities offered by this implementation dedicated to
parametric matrices under algebraic or semi-algebraic constraints. Indeed, from the Zigzag form,
the Frobenius form can easily be determined, leading to the computation of the Jordan form and the
minimal polynomial.
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THE REES ALGEBRA OF A MONOMIAL PLANE PARAMETRIZATION

TERESA CORTADELLAS BENÍTEZ AND CARLOS D’ANDREA

ABSTRACT. We compute a minimal bigraded free resolution of the Rees Algebra associated to a
proper rational parametrization of a monomial plane curve. We describe explicitly the bigraded Betti
numbers in terms of a generalized version of the Euclidean Algorithm.

The Rees algebra can be presented as the quotient of a polynomial ring by an ideal. This ideal is
called the defining ideal of the Rees algebra and their generators are the defining equations of the
Rees algebra. David Cox observed in [5] that this ideal is the moving curve ideal considered by the
geometric modeling community. Partially motivated by this connection, in the last years a lot of
attention has been given to compute the defining equations of Rees algebras of a parametrization,
see for instance [6, 8, 1, 9, 11, 10, 2, 7, 3, 4, 12].

We deal with the case of a monomial plane curve

ϕ : P1
K → P2

K
(t0 : t1) 7→

(
td0 : td−u0 tu1 : td1

)
.

where PiK, i = 1, 2, denotes the projective space of dimension i over a field K and u, d are positive
integers such that u < d

2 and gcd(u, d) = 1.

Denote with T the sequence of variables T0, T1, and set R = K[T ]. Consider the homogeneous
ideal I = 〈T d0 , T d−u0 T u1 , T

d
1 〉 ⊂ R. The Rees Algebra of ϕ is Rees(I) = ⊕n≥0InZn, where Z is

a new variable. Let X0, X1, X2 be three other variables, and set X = X0, X1, X2. There is an
epimorphism of R-algebras defined by

S := R[X]
Φ0→ Rees(I) → 0

X0 7→ T d0Z

X1 7→ T d−u0 T u1 Z
X2 7→ T d1Z.

We consider Rees(I) as a finitely generated S-module via Φ0. If we declare that bideg(Z) =
(−d, 1), bideg(Ti) = (1, 0) and bideg(Xj) = (0, 1) for i = 0, 1, j = 0, 1, 2 then Φ0 is a bihomo-
geneous (of bidegree (0, 0)) S-linear map. The kernel of Φ0 is the defining ideal of Rees(I). Our
main result is an explicit description of a minimal bigraded free resolution of Rees(I). Indeed, if
we do not keep track of the graduation, we can show that such a minimal resolution is of the form

0→ Sq−1 → S2q → Sq+2 → S
Φ0→ Rees(I)→ 0,

for a suitable positive integer q.

To do this, for the data (d, u) we consider the standard Euclidean Remainder Sequence which is
defined as follows: a0 = d − u, a1 = u. For 1 ≤ i ≤ p − 1 we write ai−1 = qiai + ai+1, with

This is an extended abstract of the paper arXiv:1311.5488v1.
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qi, ai+1 ∈ Z, 0 ≤ ai+1 < ai. The number p = p(d, u) is such that ap = 0. The exponent q in the
resolution is q :=

∑p−1
m=1 qm.

We show how our method works by performing it on the data (d, u) = (10, 3).
The ordinary Euclidean algorithm for (10, 3) gives {an} = {7, 3, 1, 0}, {qm} = {2, 3}, and

so p = 3, q = 5.

To precise the bidegrees of the resolution; that is, the bigraded Betti numbers, we consider the
Slow Euclidean Remainder Sequence (SERS) associated to (d, u), which are pairs of nonegative
integers {(bn, cn)}n=1,...,q+1 defined recursively as follows: b1 = d−u, c1 = u, and for 0 ≤ n ≤ q,
the set {bn+1, cn+1} is equal to {bn − cn, cn}, sorted in such a way that bn+1 ≥ cn+1.

The SERS associated to (10, 3) is (b1, c1) = (7, 3),(b2, c2) = (4, 3), (b3, c3) = (3, 1), (b4, c4) =
(2, 1), (b5, c5) = (1, 1), (b6, c6) = (1, 0).

The SERS can be regarded as a way of performing the standard Euclidean Remainder Sequence
without making any divisions. For any n = 1, . . . , q + 1, there is a standard way of writing σnu+
τn(d − u) = bn, with σn, τn ∈ Z, |σn| < d − u, |τn| < u in the same way one unravels the
Euclidean Remainder sequence to produce Bézout identities associated to u and d− u.

For the data (10, 3), we have (σ1, τ1) = (0, 1), (σ2, τ2) = (−1, 1), (σ3, τ3) = (1, 0), (σ4, τ4) =
(3,−1), (σ5, τ5) = (5,−2), (σ6, τ6) = (−2, 1).

For ` = 0, 1, . . . , p − 1, set m` = 1 +
∑`

j=1 qj . Also, set mp := q + 2. Given n ∈ {1, . . . , q},
we define `(n) as the unique ` such that m`−1 ≤ n < m`.
{ml} = {1, 3, 6, 7} for (10, 3).

Our main result is the following:

Theorem 0.1. The minimal bigraded free resolution of Rees(I) is:

0→ ⊕q−1
n=1S(−(bn, |σn − τn|+ 2|σm`(n) − τm`(n) |))→

Φ3→ ⊕qn=1S(−(bn, |σn − τn|+ |σm`(n) − τm`(n) |))2 Φ2→ ⊕q+2
n=1S(−(bn, |σn − τn|)) Φ1→ S

Φ0→ Rees(I)→ 0.

To explicit the above resolution, we start by setting, using the notation introduced, for n =
1, . . . , q + 1,

Gn,bn(T ,X) =

{
T bn0 X−σn0 Xτn

2 − T bn1 Xτn−σn
1 if σn ≤ 0,

T bn0 Xσn−τn
1 − T bn1 Xσn

0 X−τn2 if σn > 0.

We define also bq+2 = 0 and

Gq+2,0(T ,X) =

{
Xd−u

0 Xu
2 −Xd

1 if σq > 0

Xd
1 −Xd−u

0 Xu
2 if σq < 0.

Set G0 := {Gn,bn(T ,X)}n=1,...,q+2.

The elements in G0 can be also computed recursively by starting with T d−u0 X2 − T d−u1 X1 and
T u0 X1 − T u1 X0, two distinguished elements of ker(Φ0) identified with the basis (0,−T d−u1 , T d−u0 )
and (−T u1 , T u0 , 0) of the syzygy module syz(I) ⊂ R3.

Theorem 0.2. G0 is a reduced Gröbner basis of ker(Φ0) with respect to a suitable lexicographic
order ≺l, and a minimal set of generators of this ideal.
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So, to continue with the resolution, we must consider F1 :=

q+2⊕

n=1

S(−(bn, |σn − τn|)) the free bi-

graded module with basis e1, . . . , eq+2 and bideg(en) = bideg(Gn,bn(T ,X)) =
= (bn, |σn − τn|). Then we define Φ1, in the natural way, sending en to Gn,bn(T ,X).

For the data (10, 3)

G0 = { T 7
0X2 − T 7

1X1, T
4
0X0X2 − T 4

1X
2
1 , T

3
0X1 − T 3

1X0, T
2
0X

4
1 − T 2

1X
3
0X2,

T0X
7
1 − T1X

5
0X

2
2 , T0X

2
0X2 − T1X

3
1 , X

7
0X

3
2 −X10

1 } and

F1 = S(−(0, 10))⊕S(−(1, 3))⊕S(−(1, 7))⊕S(−(2, 4))⊕S(−(3, 1))⊕S(−(4, 2))⊕S(−(7, 1)).

For the second step, we will endow the free module Sq+2 with a term ordering ≺l,G0 depending
on both G0 and the term order ≺l on S. We define

ρ(n) =

{
n+ 1 if n+ 1 < m`

m`+1 if n+ 1 = m`.

By computing all the S-polynomials

S
(
Gn,bn(T ,X), Gm`(n),bm`(n) (T ,X)

)
, S
(
Gn,bn(T ,X), Gρ(n),bρ(n)(T ,X)

)

we can extract a set o 2q elements in syz(G0) = syz(ker(Φ0)) = ker(Φ1) ⊂ Sq+2

We denote by G1 := {sn,m`(n) , sn,ρ(n)}n=1,...,q−1 ∪ {sq,q+1, sq+1,q+2} this set of syzygies.

Theorem 0.3. G1 is a reduced Gröbner basis of ker(Φ1) with respect to ≺l,G0 , and a minimal set of
generators of this module.

This lead us to consider F2 :=

q⊕

n=1

S(−(bn, |σn− τn|+ |σm`(n) − τm`(n) |))2, with canonical basis

{en,ρ(n), en,m`(n)}n=1,...,q−1 ∪ {eq,q+1eq+1,q+2}, and declaring that

bideg(en,ρ(n)) = bideg(en,m`(n)) = bideg(sn,m`(n)) = bideg(sn,ρ(n)) = (bn, |σn − τn|+ |σm`(n) − τm`(n) |),
bideg(eq,q+1) = bideg(eq+1,q+2) = bideg(sq,q+1) = bideg(sq,q+2) = (1, d).

The map Φ2 is defined sending en,k to sn,k.
For the data (10, 3), G1 is the set of elements

s1,2 = X0e1 − T 3
0 e2 − T 4

1X1e3, s1,3 = X1e1 − T 4
0X2e3 − T 3

1 e2,
s2,3 = X1e2 − T0X0X2e3 − T 3

1 e6, s2,6 = X0e2 − T 3
0 e6 − T1X

2
1e3,

s3,4 = X3
1e3 − T0e4 − T 2

1X0e6, s3,6 = X2
0X2e3 − T 2

0X1e6 − T1e4,
s4,5 = X3

1e4 − T0e5 − T1X
3
0X2e6 s4,6 = X2

0X2e4 − T0X
4
1e6 − T1e5

s5,6 = X2
0X2e5 −X7

1e6 + T1e7 s6,7 = X5
0X

2
2e6 − T0e7 +X3

1e5.

and one has

F2 = S(−(1, 10))2 ⊕ S(−(2, 7))2 ⊕ S(−(3, 4))2 ⊕ S(−(4, 3))2 ⊕ S(−(7, 2))2.

To complete our description we consider S2q with the induced order ≺l,G1 , and we also make
explicit a set of q − 1 elements G2 := {sn,ρ(n),`(n)}n=1,...,q−1 in syz(G1) ⊂ S2q.

Theorem 0.4. G2 is a Gröbner basis of ker(Φ2) with respect to ≺l,G1 . This set is also S-linearly
independent. In particular ker(Φ2) is a free S-module with basis G2.
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Thus, if F3 :=

q−1⊕

n=1

S(−(bn, |σn − τn| + 2|σm`(n) − τm`(n) |)) with basis {en,ρ(n),`(n)}n=1,...,q−1,

having bidegrees bideg(e(n,ρ(n),`(n)) = (bn, |σn − τn| + 2|σm`(n) − τm`(n) |), Φ3 sends en,ρ(n),`(n)

to sn,ρ(n),`(n).

For the data (10, 3), G2 is made by the syzygies

s1,2,3 = X1e1,2 −X0e1,3 + T 3
0 e2,3 − T 3

1 e2,6, s2,3,6 = X0e2,3 −X1e2,6 + T0e3,6 − T1e3,4,
s3,6,3 = X2

0X2e3,4 −X3
1e3,6 + T0e4,6 − T1e4,5, s4,5,6 = X2

0X2e4,5 −X3
1e4,6 + T0e5,6 − T1e5,7.

and F3 = S(−(2, 10))⊕ S(−(3, 7))⊕ S(−(4, 4))⊕ S(−(7, 3)).
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NULL SPACE OF THE BEZOUT MATRIX AND GCD’S

GEMA MARÍA DÍAZ-TOCA AND MARIO FIORAVANTI

ABSTRACT. The aim of this talk is to present new results on the structure of the null space of the
Bezout matrix of two polynomials, and a new method for computing the gcd of several polynomials
from the null space of Bezout matrices. The main point is that the presented results are expressed
with respect to a general (arbitrary) polynomial basis. In recent years, many problems in polynomial
systems, stability theory, CAGD, etc., have been solved using Bezout matrices in distinct specific
bases. Therefore, it is very useful to have results and tools that can be applied to any basis.

1. DEFINITION OF THE BEZOUT MATRIX

The classical definition of the Bezout matrix makes explicit reference to the monomial basis,
and it can be found, together with its main properties, in the books [3], [5], [6], [8] and [9], or in
the article [7]. Nevertheless, the definition of the Bezout matrix makes use of the so-called Cayley
quotient, which makes no reference to any particular basis in which the given polynomials are
represented. Indeed, in [1, 10] one can find the following definition.

Definition 1.1. Let P (t), Q(t) be two polynomials inK[t], whereK is a field of characteristic zero,
usually Q, R or C, and n = max{deg(P (t)), deg(Q(t))}. The Cayley quotient of P (t) and Q(t)
is the polynomial CP,Q defined by

(1) CP,Q(t, x) =
P (t)Q(x)− P (x)Q(t)

t− x
Thus, if Φ(t) = {φ0(t), . . . , φn−1(t)} is a basis of the vector space of polynomials of degree at
most n− 1, denoted by Pn−1, then CP,Q can be written as

(2) CP,Q(t, x) =
n−1∑

i,j=0

bijφi(t)φj(x) = (φ0(t), . . . , φn−1(t)) (bij)




φ0(x)
...

φn−1(x)


 .

The symmetric matrix BezΦ(P,Q) = (bij) ∈Mn(K) is called the Bezout matrix in the basis Φ(t).

Obviously, Bezout matrices associated to different basis are congruent. Given two distinct basis
of Pn−1, Φ(t) and Ψ(t), and the transformation matrix PΨ→Φ between Ψ(t) and Φ(t) such that

(φ0(t), . . . , φn−1(t))PΨ→Φ = (ψ0(t), . . . , ψn−1(t)) ,

then

BezΦ(P,Q) = PΨ→ΦBezΨ(P,Q)PT
Ψ→Φ.
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2. THE NULL SPACE OF THE BEZOUT MATRIX

2.1. The null space of BezSt(P,Q). Let St = {1, t, . . . , tn−1} denote the monomial basis of
Pn−1. In [6], G. Heinig and K. Rost describe the structure of the null space of the Bezout matrix in
the monomial basis (for a proof see [6], page 42).

Theorem 2.1. The null space of BezSt(P,Q) is spanned by the columns of the matrix (X1, X2, . . . , Xk)
where each block Xj corresponds to a different common root of P (t) and Q(t) and its dimension
is the geometric multiplicity kj of the common root xj (i.e., its multiplicity as a root of the greatest
common divisor of P (t) and Q(t)). Moreover each block can be parameterized by the common
root xj in the form

(3) Xj =




1 0 0 . . . 0
xj 1 0 . . . 0
x2
j 2xj 2 . . . 0
...

...
...

...
...

xn−1
j (n− 1)xn−2

j (n− 1)(n− 2)xn−3
j . . . (n− 1)kj−1 x

n−kj
j




where nkj = n(n− 1) · · · (n− kj + 1).

In particular, if the null space is spanned by (1, α, . . . , αn−1), with α the unique common root of
P (t) and Q(t) and if (v1, . . . , vn) is a nonzero vector of the null space, then α = v2

v1
.

2.2. The null space of BezΦ(P,Q). To generalize Theorem 2.1, it is convenient to previously
state the following natural result.

Lemma 2.2. Let i ≤ n − 1 and let φ(i)
j (t) denote the i-th derivative of the polynomial φj(t) for

j ≤ n− 1. Then,

PT
Φ→St




0
...
0
i!
...

(n− 1)i tn−1−i




=




φ
(i)
1 (t)

...

...

...
φ

(i)
n (t)




For a proof, see [4]. Then, the following generalization of Theorem 2.1 can be infered (see [4]).

Theorem 2.3. The null space of BezΦ(P,Q) is spanned by the columns of the matrix
(
XΦ

1 , X
Φ
2 , . . . , X

Φ
k

)
,

where each block XΦ
j corresponds to a different common root of P (t) and Q(t) and its dimension

is the geometric multiplicity, kj , of the common root xj . This block is given by

(4) XΦ
j =




φ1(xj) φ
(1)
1 (xj) . . . φ

(kj−1)
1 (xj)

φ2(xj) φ
(1)
2 (xj) . . . φ

(kj−1)
2 (xj)

...
...

...
φn−1(xj) φ

(1)
n−1(xj) . . . φ

(kj−1)
n−1 (xj)




Finally, the next result provides a closed expression for α if it is the only common root, and it has
multiplicity equal to one.
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Proposition 2.4. Let P (t) and Q(t) be univariate polynomials with only one simple common root
α. Let 1 = a1φ0(t) + . . .+ anφn−1(t), and t = b1φ0(t) + . . .+ bnφn−1(t). If (u1, u2, . . . , un)

T

is a non zero vector in the null space of BezΦ(P,Q), then

(5) α =
b1u1 + . . .+ bnun
a1u1 + . . .+ anun

.

For a proof, see [4].

Example 2.5. We consider Example 3 from [2]. Let P (t) and Q(t) in P4 be expressed in the
Bernstein basis β = {β(4)

i (t) =
(

4
i

)
(1− t)4−iti, 0 ≤ i ≤ 4} as follows

P (t) = 4β
(4)
0 (t) + 4β

(4)
1 (t) +

19

6
β

(4)
2 (t) +

3

2
β

(4)
3 (t),

Q(t) =
1

2
β

(4)
0 (t) +

7

16
β

(4)
1 (t) +

1

24
β

(4)
2 (t)− 7

16
β

(4)
3 (t)− 3

4
β

(4)
4 (t).

Then, the Bezout matrix in the Bernstein basis is equal to

Bezβ(P,Q) =




1 17
6

10
3 3

17
6

157
36

83
18 4

10
3

83
18

187
36

19
4

3 4 19
4

9
2



,

and its null space is spanned by the vector (−1, 6,−12, 8). Thus, they have only one simple common

root. Moreover, since 1 =
3∑

k=0

β
(3)
k (t) and t =

3∑
k=1

k

3
β

(3)
k (t), then, by Proposition 2.4, their common

root is equal to 2:

2 =

1

3
6− 2

3
12 + 8

(−1 + 6− 12 + 8)
·

3. NULL SPACES AND GCD’S

Let

BP
St(Q1, . . . , Qr) =




BezSt(P,Q1)
...

BezSt(P,Qr)


 ,

where deg(P (t)) = n and deg(Qi(t)) ≤ n for 1 ≤ r. The following result shows how to compute
the coefficients of the greatest common divisor of P (t), Q1(t), . . . , Qr(t), from the null space of
the matrix BP

St(Q1, . . . , Qr). The method is justified first in the monomial basis, and then it is
generalized to an arbitrary basis.

Proposition 3.1. Suppose gcd(P,Q1, . . . , Qr) = tk + d1t
k−1 + . . . + dk. Let N ∈ Mn×k(K) be

a matrix whose set of columns forms a basis of the nullspace(BP
St(Q1, . . . , Qr)), and let Z be the

submatrix of N defined by the first k + 1 rows. Then we have

(6) (dk, . . . , d1, 1)Z = (0, . . . , 0).
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For a proof, see [4]. Hence, the greatest common divisor for several polynomials can be computed
by solving the linear system (6). The generalization of this result is as follows.

Corollary 3.2. Let NΦ ∈Mn×k(K) be a matrix whose columns define a basis of the nullspace(BezPΦ(Q1, . . . , Qr)).
Thus, if ZΦ denotes the matrix defined by the first k + 1 rows of PT

St→ΦNΦ, then

(dk, . . . , d1, 1)ZΦ = (0, . . . , 0).
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SIGNATURE-BASED GRÖBNER BASIS ALGORITHMS IN SINGULAR

CHRISTIAN EDER

ABSTRACT. In 2001 Faugère published his F5 algorithm for computing Gröbner bases. This algo-
rithm is known to compute no zero reductions for regular input sequences and it has broken several
previously untractable problems, for example in cryptanalysis. Using signatures F5 can detect useless
computations in advance. Over the years many variants of this algorithm have been published with
slight optimizations. Version 4− 0− 0 of SINGULAR provides the first open-source implementation of
signature-based Gröbner basis algorithms including all variants known.

1. INTRODUCTION

Since 1965 [2] Gröbner bases are practically feasible. One of the main algorithmic improvements
is the prediction of useless data during the computations. That means to use criteria to detect zero
reductions in advance [3, 4]. Gebauer and Möller gave an optimal implementation of Buchberger’s
criteria [12], but showed that not all zero reductions are discarded. In 2002 Faugère presented the F5
algorithm [9] which uses new criteria based on so-called “signatures”. For regular input sequences F5
does not compute any zero reduction at all. Thus a new class of so-called “signature-based” Gröbner
basis algorithms emerged, see, for example, [1, 6, 7, 11, 13].

We present a basic version we call SBA with which we explain the ideas behind this kind of
algorithms easily. Moreover, we present experimental results for an efficient implementation in the
computer algebra system SINGULAR [5] that is open-source and includes all known variants.

2. NOTATIONS

Let R be a polynomial ring over a field K. All polynomials f ∈ R can be uniquely written as a
finite sum f =

∑
κvxv∈M κvx

v where κv ∈ K, xv ..=
∏
i x

vi
i andM is minimal. The elements ofM

are the terms of f . A monomial is a polynomial with exactly one term. A monomial with a coefficient
of 1 is monic. f ' g for f, g ∈ R if there exists a non-zero κ ∈ K such that f = κg.

Let Rm be a free R-module and let e1, . . . , em be the canonical basis of unit vectors in Rm.
α ∈ Rm can be uniquely written as a finite sum α =

∑
aei∈N aei where the a are monomials and

N is minimal. The elements of N are the terms of α. A module monomial is an element ofRm with
exactly one term. A module monomial with a coefficient of 1 is monic. Let α ' β for α, β ∈ Rm if
α = κβ for some non-zero κ ∈ K.

Consider a finite sequence of polynomials f1, . . . , fm ∈ R. We call f1, . . . , fm a regular sequence
if fi is a non-zero-divisor on R/ 〈f1, . . . , fi−1〉 for i = 2, . . . ,m. We define the homomorphism
α 7→ α from Rm to R by α ..=

∑m
i=1 αifi. An element α ∈ Rm with α = 0 is called a syzygy. The

module of all syzygies of f1, . . . , fm is denoted by syz (f1, . . . , fm).
Let ≤ denote two different orders – one for R and one for Rm: The order for R is a monomial

order, which means that it is a well-order on the set of monomials in R such that a ≤ b implies
ca ≤ cb for all monomials a, b, c ∈ R. The order for Rm is a module monomial order which means
that it is a well-order on the set of module monomials inRm such that S ≤ T implies cS ≤ cT for all
module monomials S, T ∈ Rm and monomials c ∈ R. We require the two orders to be compatible
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in the sense that a ≤ b if and only if aei ≤ bei for all monomials a, b ∈ R and i = 1, . . . ,m. The
following compatible orders are commonly used in signature-based Gröbner basis algorithms.

Definition 1. Let < be a monomial order on R and let aei, bej be two module monomials in Rm.
aei <pot bej iff i < j or i = j and a < b. This can be combined by either a weighted degree or a
weighted leading monomial:
(a) aei <d-pot bej iff deg (aei) < deg

(
bej
)

or deg (aei) = deg
(
bej
)

and aei <pot bej .
(b) aei <lt-pot bej iff lt (aei) < lt

(
bej
)

or lt (aei) = lt
(
bej
)

and aei <pot bej .

Definition 2.
(a) The lead term resp. signature s (α) of α ∈ Rm \ {0} denotes the ≤-maximal term of α. If

aei = s (α) then we call ind (α) ..= i the index of α. For α ∈ R \ {0} the lead term lt (α) is the
≤-maximal term of f . The lead coefficient lc (α) is the coefficient of lt (α).

(b) For α ∈ Rm the sig-poly pair of α is (s (α) , α) ∈ Rm×R. α, β ∈ Rm are equal up to sig-poly
pairs if s (α) = s (κβ) and α = κβ for some non-zero κ ∈ K. Correspondingly, α, β are said to
be equal up to sig-lead pairs if s (α) = s (κβ) and lt (α) = lt

(
κβ
)

for some non-zero κ ∈ K.

3. SIGNATURE GRÖBNER BASES

Every non-syzygy module element α ∈ Rm has two main associated characteristics – the signature
s (α) ∈ Rm and the polynomial lead term lt (α) ∈ R. Lead terms and signatures include a coefficient
for mathematical convenience, an implementation of a signature-based Gröbner basis algorithm over
fields need not store the signature coefficients. To keep track of the signatures we get a classic
polynomial reduction together with a further condition.

Definition 3. Let α ∈ Rm and let t be a term of α. Then we can s-reduce t by β ∈ Rm if there exists
a monomial b such that lt

(
bβ
)
= t and s (bβ) ≤ s (α).

The outcome of the s-reduction step is then α−bβ and β is called the s-reducer. When β s-reduces
t we also say for convenience that bβ s-reduces α. That way b is introduced implicitly instead of
repeating the equation lt

(
bβ
)
= t. Just as for classic polynomial reduction, if lt

(
bβ
)
' lt (α) then

the s-reduction step is a top s-reduction step and otherwise it is a tail s-reduction step. Analogously
we define the distinction for signatures: If s (bβ) ' s (α) then the reduction step is a singular s-
reduction step and otherwise it is a regular s-reduction step. The result of an s-reduction of α ∈ Rm
is γ ∈ Rm that has been calculated from α through a sequence of s-reduction steps such that γ cannot
be further s-reduced. The reduction is a tail s-reduction if only tail s-reduction steps are allowed and
it is a top s-reduction if only top s-reduction steps are allowed. The reduction is a regular s-reduction
if only regular s-reduction steps are allowed. α ∈ Rm is s-reducible if it can be s-reduced. If α
s-reduces to γ and γ is a syzygy then we say that α s-reduces to zero even if γ 6= 0. Note that
analogously to the classic polynomial reduction s-reduction is always with respect to a finite basis
G ⊂ Rm. The s-reducers in s-reduction are chosen from the basis G.

Definition 4. Let I be an ideal inR. A finite subset G ⊂ Rm is a signature Gröbner basis in signature
T (for I) if all α ∈ Rm with s (α) = T s-reduce to zero w.r.t. G. G is a signature Gröbner basis up
to signature T (for I) if G is a signature Gröbner basis in all signatures S such that S < T . G is a
signature Gröbner basis (for I) if it is a signature Gröbner basis for I in all signatures. We denote
G := {α | α ∈ G} ⊂ R.
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Lemma 5 ( [13]). If G is a signature Gröbner basis then G is a Gröbner basis.

Next we give an algorithmic description of signature Gröbner bases.

Definition 6. Let α, β ∈ Rm such that α 6= 0, β 6= 0 and let the monic least common multiple of
lt (α) and lt

(
β
)

be λ = lcm
(
lt (α) , lt

(
β
))

. The S-pair between α and β is given by spair (α, β) ..=

λ
lt(α)α− λ

lt(β)
β. spair (α, β) is singular if s

(
λ

lt(α)α
)
' s

(
λ

lt(β)
β

)
. Otherwise it is regular.

Theorem 7 ( [14]). Let T be a module monomial of Rm and let G ⊂ Rm be a finite basis. Assume
that all regular S-pairs spair (α, β) with α, β ∈ G and s (spair (α, β)) < T s-reduce to zero and all
ei with ei < T s-reduce to zero. Then G is a signature Gröbner basis up to signature T .

Note the similarity of Theorem 7 and Buchberger’s criterion [2]. Theorem 7 suggests to consider
only regular S-pairs for the computation of signature Gröbner bases. Thus in the following “S-pair”
always refers to “regular S-pair”.

4. A SIGNATURE-BASED GRÖBNER BASIS ALGORITHM

SBA is a generic signature-based algorithm in the vein of Buchberger’s algorithm. Its efficiency
depends on Line 7 that implements the Rewritten criterion (Lemma 8) to predict zero reductions.

The main differences to Buchberger’s algorithm are the regular s-reduction in Line 8 and the set
H which consists of found syzygies during the computation. Those syzygies are then used to remove
useless elements in Rewritable. Moreover, UpdateSyz describes a generic subalgorithm that up-
dates H and tries to find more syzygies. Clearly, its implementation depends on many factors and is
out of scope of this extended abstract. Why is it important to know the syzygies?

Algorithm 1 SBA (Signature-based Gröbner Basis Algorithm)
Require: Ideal I = 〈f1, . . . , fm〉 ⊂ R, monomial order ≤ onR, extended toRm, a rewrite order E on G ∪ H
Ensure: Signature Gröbner basis G for I , Gröbner basisH for syz (f1, . . . , fm)
1: G ← ∅,H ← ∅
2: P ← {e1, . . . , em}
3: H ← {fiej − fjei | 1 ≤ i < j ≤ m} ⊂ Rm

4: while P 6= ∅ do
5: γ = aα− bβ ← element of minimal signature w.r.t. ≤ from P
6: P ← P \ {γ}
7: if (aα is not rewritable) and (bβ is not rewritable) then // Rewritten criterion (Lemma 8)
8: γ ← result of regular s-reducing β
9: if γ = 0 then

10: H ← H+ {γ}
11: else
12: P ← P ∪ {spair (α, γ) |α ∈ G, spair (α, γ) regular}
13: G ← G ∪ {γ}
14: UpdateSyz (G,H)
15: return (G,H)

Lemma 8 (Rewritten criterion). For signature T SBA needs to handle exactly one aα ∈ Rm from
the set CT = {aα | α ∈ G ∪H, a ∈M and s (aα) = T} .
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Usually the Rewritten criterion as stated above is only defined for α ∈ G. The so-called F5
criterion or Syzygy criterion is also included in Lemma 8: α ∈ H means that α is a syzygy and its
signature is equal to the lead term in Rm. Clearly, whenever in a situation such that α ∈ H and
aα ∈ CT we choose α ∈ H in CT , since then we do not need to do any computation in signature
T = s (aα). The choice in Lemma 8 depends on a rewrite order E:

Definition 9. A rewrite order E is a total order on G such that s (α) | s (β)⇒ α E β.

Thus it is well-defined to choose maxE CT and all other corresponding S-pairs in signature T can
be removed. Defining good and efficient rewrite orders is a field of active research.

5. EXPERIMENTAL RESULTS

In the following we present the results of the implementation of efficient variants of SBA in
SINGULAR. All computations were done on an INTEL R© XEON R© X5460 @ 3.16GHz processor
with 64 GB of RAM. STD denotes the standard Gröbner basis implementation in SINGULAR based
on [12]. Random(r, 2, 2) denotes dense affine, random systems with r generators in a polynomial
ring with r variables, all of degree 2. Similar HRandom denotes homogeneous systems.

We see in Figure 1 that all variants of SBA always compute less zero reductions than STD. Besides
the affine cyclic-8 example SBA w.r.t <lt-pot is faster than STD, often several times. Currently
we are working on further improvements for SBA, especially in terms of using F4-style linear algebra
for the s-reduction process.

Benchmark STD SBA <pot SBA <d-pot SBA <lt-pot

cyclic-8 4,284 243 243 671

cyclic-8-h 5,843 243 243 671

eco-11 3,476 0 749 749

eco-11-h 5,429 502 502 749

katsura-11 3,933 0 0 353

katsura-11-h 3,933 0 0 353

noon-9 25,508 0 0 682

noon-9-h 25,508 0 0 682

Random(11, 2, 2) 6,292 0 0 590

HRandom(11, 2, 2) 6,292 0 0 590

Random(12, 2, 2) 13,576 0 0 1,083

HRandom(12, 2, 2) 13,576 0 0 1,083

(A) Number of zero reductions

Benchmark STD SBA <pot SBA <d-pot SBA <lt-pot

cyclic-8 32.480 44.310 100.780 38.120

cyclic-8-h 38.300 35.770 98.440 32.640

eco-11 28.450 3.450 27.360 13.270

eco-11-h 20.630 11.600 14.840 7.960

katsura-11 54.780 35.720 31.010 11.790

katsura-11-h 51.260 34.080 32.590 17.230

noon-9 29.730 12.940 14.620 15.220

noon-9-h 34.410 17.850 20.090 20.510

Random(11, 2, 2) 267.810 77.430 130.400 28.640

HRandom(11, 2, 2) 22.970 14.060 39.320 3.540

Random(12, 2, 2) 2,069.890 537.340 1,062.390 176.920

HRandom(12, 2, 2) 172.910 112.420 331.680 22.060

(B) Time in seconds

FIGURE 1. Experimental results for SINGULAR 4− 0− 0
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[4] Buchberger, B. Gröbner Bases: An Algorithmic Method in Polynomial Ideal Theory. pages 184–232, 1985.
[5] Decker, W., Greuel, G.-M., Pfister, G., and Schönemann, H. SINGULAR 4-0-0 — A computer algebra system for

polynomial computations, 2014. http://www.singular.uni-kl.de.

104
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FORMULATING PROBLEMS FOR REAL ALGEBRAIC GEOMETRY

MATTHEW ENGLAND

ABSTRACT. We discuss issues of problem formulation for algorithms in real algebraic geometry, fo-
cussing on quantifier elimination by cylindrical algebraic decomposition. We recall how the variable
ordering used can have a profound effect on both performance and output and summarise what may be
done to assist with this choice. We then survey other questions of problem formulation and algorithm
optimisation that have become pertinent following advances in CAD theory, including both work
that is already published and work that is currently underway. With implementations now in reach
of real world applications and new theory meaning algorithms are far more sensitive to the input,
our thesis is that intelligently formulating problems for algorithms, and indeed choosing the correct
algorithm variant for a problem, is key to improving the practical use of both quantifier elimination
and symbolic real algebraic geometry in general.

1. INTRODUCTION

We will discuss the effect problem formulation can have on the use of symbolic algorithms for real
algebraic geometry. This follows our recent work on cylindrical algebraic decomposition, one of
the most important algorithms in this field. We discuss the issue of variable ordering, well known
to play a key role, but also survey a number of other issues that are now pertinent.

Let Qi ∈ {∃,∀} and φ be some quantifier-free formula. Then given

Φ := Qk+1xk+1 . . . Qnxn φ(x1, . . . , xn),

quantifier elimination (QE) is the problem of producing ψ(x1, . . . , xk), a quantifier-free formulae
equivalent to Φ. In the case k = 0 we have a decision problem: is Φ true? Tarski proved that
QE is always possible for semi-algebraic formulae (polynomials and inequalities) over R [13]. The
complexity of Tarski’s method is indescribable as a finite tower of exponentials and so when Collins
gave an alternative with cylindrical algebraic decomposition (CAD) [7] it was a major breakthrough
despite complexity doubly exponential in the number of variables. CAD implementations remain
the best option for many classes of problems.

Collins’ CAD algorithm works in two stages. First projection calculates sets of projection poly-
nomials Si in variables (x1, . . . , xi) by applying an operator recursively starting with the polyno-
mials from φ. Then in the lifting stage decompositions of real space in increasing dimensions are
formed from the roots of those polynomials. First, the real line is decomposed according to the roots
of the univariate polynomials. Then over each cell c in that decomposition the bivariate polynomials
are taken at a sample point and a decomposition of c×R is produced according to their roots. Taking
the union gives the decomposition of R2 and we proceed this way to a decomposition of Rn. The
decompositions are cylindrical (projections of any two cells onto the first k coordinates are either
identical or disjoint) and each cell is a semi-algebraic set (described by polynomial relations).

Collins’ original algorithm uses a projection operator which guarantees CADs of Rn on which
the polynomials in φ have constant sign, and thus Φ constant truth value, on each cell. Hence
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only a sample point from each cell needs to be tested and the equivalent quantifier free formula ψ
can be generated from the semi-algebraic sets defining the cells in the CAD of Rk for which Φ is
true. There have been numerous improvements, optimisations and extensions of CAD since Collins’
work (with a summary of the first 20 years given in [8]).

2. VARIABLE ORDERING

When using CAD for QE we must project quantified variables first, but we are free to project
the other variables in any order (and to change the order within quantifier blocks). The variable
ordering used can make a big difference. For example, let f := (x−1)(y2 +1)−1 and consider the
two minimal CADs visualised below. In each case we project down with the left figure projecting
x first and the right y. In this case we see that wrong choice more than doubles the number of cells.
Of course, this is just a toy example, but [5] defined a class of examples where changing variable
ordering would change the number of cells required from constant to doubly exponential in the
number of variables.

Various heuristics exist to help choose a good variable ordering:
Brown: Eliminate lowest degree variable first (with tie-breaking rules) [4, Section 5.2]. Quite

effective but considers only the initial input rather than the full projection set.
sotd: For all admissible orderings, calculate the projection set and choose the one with small-

est sum of total degree [9]. Performs well but costly with many orderings.
Greedy sotd: Allocate one variable of the ordering at a time by projecting each unallocated

variable and choosing the one which increases the sotd least [9].
ndrr: The sotd based heuristics can be misled, or give ties, especially when the differences

lie in the real geometry. In this case we can compare the number of distinct real roots of the
univariate projection polynomials [3] (the first step of lifting).

Machine Learning: Essentially a meta-heuristic on the above [11].

3. OTHER QUESTIONS OF INPUT FORMULATION

A key improvement to CAD is the development of projection operators that guarantee only truth
invariance of φ, rather than sign-invariance of the polynomials within. This is achieved by consid-
ering the logical structure of φ, but brings in sensitivity to such structure.

Designating ECs: An equational constraint (EC) is an equation logically implied by a for-
mula. The algorithm in [12] builds a CAD relative to a designated EC which is sign-
invariant for the polynomial defining the EC, and for the other polynomials only when the
EC is satisfied. If a formula has more than one EC, which to designate?

Sub-formulae for TTICAD: In [2] a truth-table invariant CAD (TTICAD) was defined as a
CAD on whose cells the truth-table for a set of formulae is invariant. A new operator was
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presented which takes advantage of ECs in the separate formulae. If any formula has more
than one EC then we have the issue above again. Further, TTICAD can be used to find a
truth-invariant CAD for a single formula by breaking it up into sub-formulae, but how best
to do this?

Experimental results in [2] suggested the heuristics above can also help with these questions, but
when the issues are combined the number of possibilities can become overwhelming. Further, there
are additional issues where the existing heuristics are of no help.

Order to process constraints: In [1] a new TTICAD algorithm is presented which is sensi-
tive to the order in which constraints are considered. The images below represent two TTI-
CADs relative to a formula defined by the polynomials graphed. The difference is caused
solely by this ordering with the one on the right having three times more cells. In [10] new
heuristics are developed to help with this choice.

Implicit ECs: Consider φ := (f1 = 0 ∧ φ1) ∨ (f2 = 0 ∧ φ2). There is no explicit EC but
the formula is logically equal to (f1f2 = 0)∧ φ. Using this gives the benefit of the reduced
projection set and thus less cells, but the increase in polynomial degrees may have an impact
on timings.

Well-orientedness: Some CAD algorithms only work on input that is well-oriented. The
precise details of this condition varies between algorithms and it is possible for input to be
well-oriented for one but not another. This raises the question of whether a good choice can
be made at the start, or if partial calculations can be reused?

4. FORMULATING PROBLEMS, PREPROCESSING AND ALGORITHM CHOICE

Finally, we remark on some related issues which have come to light recently.

Precondition input: In [15] the idea of preconditioning the input to CAD using Groebner
bases was investigated, with [2] extending this to TTICAD. The former found that this
could be extremely beneficial, but not universally so. A heuristic was developed to identify
when, but [2] found this was not suitable for TTICAD.

Deriving the mathematics: In [14] a long standing motion planning problem was solved us-
ing CAD by changing the analysis used to formulate the input formula. Instead of a de-
scription of the feasible region a negation of one for the infeasible region was used. Such
a reformulation was easy to do but made a great difference to the feasibility of CAD. How
can we identify such benefits in general?

Algorithm choice: Recently an alternative to the projection and lifting approach to CAD has
been investigated, in which a decomposition of complex space is first built using triangular
decompositions and regular chains theory [6] (this was how the TTICAD algorithm in [1]
differed from [2]). Experiments in [6] and [1] show that the different approaches outperform
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each other for different examples. How can we classify examples for use with one approach
or the other?

5. CONCLUSIONS

We have summarised issues of problem formulation which can dramatically affect the perfor-
mance of CAD. In some cases heuristics have been developed to help, but there is still much work
to be done in making these practical and in extending them to the currently unanswered questions.
It is likely that much of what is learned here could be used throughout QE, or more generally for
symbolic algebraic geometry.
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DETERMINANT OF ANY MATRIX THAT BELONGS TO Z(J)

JOSEP FERRER, DAVID MINGUEZA, AND M.EULÀLIA MONTORO

ABSTRACT. Given a Jordan matrix J , we obtain an explicit formula for the determinant of any
matrix T that commutes with it and some applications are given. This work is partially published in
[2].

INTRODUCTION

Let F be an arbitrary field, Mn(F) the set of all matrices n × n over F and J ∈ Mn(F) a
Jordan matrix. We obtain an explicit formula for the determinant of any matrix that commutes
with J, i.e., the determinant of any element T ∈ Z(J), the centralizer of J. Our result can also be
extended to any T ′ ∈ Z(A), where A ∈ Mn(F) can be reduced to J = S−1AS. This is because
T = S−1T ′S ∈ Z(J), and clearly detT ′ = detT . If F is algebraically closed, any matrix A can
be reduced in this way to a suitable J . In order to achieve our main result, we use an alternative
canonical formW ∈Mn(F) called the Weyr canonical form. This canonical form has the advantage
that all matrices K ∈ Z(W ) are upper block triangular. The permutation similarity of T ∈ Z(J)
and K ∈ Z(W ) is exploited to obtain a formula for the determinant of T .

1. PRELIMINARIES

We will assume throughout all paper that J has only one eigenvalue λ and writeα = (α1, . . . , αm)
for the Segre characteristic of J . That is to say, m = dim ker(J − λIn), and α1 ≥ · · · ≥ αm are
the sizes of the Jordan blocks. For convenience, we will consider the matrices T ∈ Z(J) block-
partitioned according to the following indices:

Definition 1.1. If n1 > . . . > nτ are the different sizes in the partition α and s1, . . . , sτ are defined
as how many times each size n1, . . . , nτ is repeated in α, then we define the tuples associated to α
as:

(1)
N(α) = (n1, . . . , nτ ),
S(α) = (s1, . . . , sτ ),
D(α) = (d1, d2, . . . , dτ−1, dτ ),

with di = ni − ni+1, 1 ≤ i ≤ τ − 1 and dτ = nτ .

Example 1.2. If α = (5, 2, 2, 1) then, τ = 3, N(α) = (5, 2, 1), S(α) = (1, 2, 1), D(α) = (3, 1, 1).

A key tool to compute detT is an alternative canonical form of J called the Weyr form (see [4]).
In order to do this, we consider the conjugate partition ω = (ω1, . . . , ωα1) of α = (α1, . . . , αm).

Remark 1.3. By the standard properties of Young’s diagrams, it is clear that:

(2)
N(ω) = (Sτ , Sτ−1, . . . , S1)
S(ω) = (dτ , dτ−1, . . . , d1)
D(ω) = (sτ , . . . , s1)
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where Si =
∑i

j=1 sj .

2. THE CENTRALIZER OF A JORDAN MATRIX

It is well known that matrices T ∈ Z(J) can be described in terms of square or rectangular
Toeplitz matrices.

Definition 2.1. If Ti ∈Mi(F) is a Lower triangular Toeplitz matrix, then:

1) For i > j, we denote by TDi,j ∈Mi×j(F) (Down Toeplitz matrix) the following matrix:

TDi,j :=

[
O
Tj

]

2) For i < j, we denote by TLi,j ∈Mi×j(F) (Left Toeplitz matrix) the following matrix:

TLi,j :=
[
Ti O

]

Using the notation in Definition 1.1, we can regroup the block-partitions by joining the diagonal
blocks of the same size and the following characterization for matrices T ∈ Z(J) is considered.

Theorem 2.2. ([3]) Every matrix T ∈ Z(J) can be written as:

(3) T =



T1,1 . . . T1,τ

...
. . .

...
Tτ,1 . . . Tτ,τ




where Ti,j ∈Mnisi×njsj (F) for 1 ≤ i, j ≤ τ are:

1) If i = j, then Ti,i is block-partitioned into si × si Lower Triangular Toeplitz matrices.
2) If i < j, then Ti,j is block-partitioned into si × sj Down Toeplitz matrices.
3) If i > j, then Ti,j is block-partitioned into si × sj Left Toeplitz matrices.

3. THE CENTRALIZER OF A WEYR MATRIX

Rearranging the Jordan basis according to ω = (ω1, . . . , ωα1), the conjugate partition of α =
(α1, . . . , αm), the Weyr canonical form is obtained. We recall its definition (see, for instance, [4]):

Definition 3.1. The Weyr matrix with eigenvalue λ associated to the partition ω = (ω1, . . . , ωα1)
is the n × n matrix W , block-partitioned as α1 × α1 matrices Wi,j ∈ Mωi×ωj (F) in the following
form:

(1) The main diagonal blocks Wi,i are the ωi × ωi scalar matrices λIωi for i = 1, . . . , α1.
(2) The first superdiagonal blocks Wi,i+1 are full column-rank ωi × ωi+1 matrices in reduced

row-echelon form (that is, an identity matrix followed by zero rows) for i = 1 . . . , n1 − 1.
(3) All other blocks are zero.

In the following proposition we recall the description of matrices that commute with a given
Weyr matrix W (see [4]), in particular we focus in the diagonal blocks of such matrices.
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Proposition 3.2. If W ∈Mn(F) is a Weyr matrix with eigenvalue λ associated to the partition ω =
(ω1, . . . , ωα1) then, using the notation of Definition 1.1 and Remark 1.3, all matrices K ∈ Z(W )
are of the form:

(4) K =




K̃1,1 K̃1,2 . . . K̃1,τ

0 K̃2,2 . . . K̃2,τ
...

. . . . . .
...

0 . . . 0 K̃τ,τ




where each K̃j,j is a block-partitioned matrix, with the same matrix K ′j ∈ MSτ−j+1(F) repeated
dτ−j+1 times in the diagonal, i.e.

(5) K̃j,j =




K ′j . . . . . . . . .

0 K ′j . . . . . .
...

. . . . . .
...

0 . . . 0 K ′j


 .

And each K ′j can be expressed as:

(6) K ′j =




K ′′s1 . . . . . . . . .
0 K ′′s2 . . . . . .
...

. . . . . .
...

0 . . . 0 K ′′sτ−j+1


 ∈MSτ−j+1(F),

where K ′′sj ∈Msj (F).

4. COMPUTING THE DETERMINANT OF ANY T ∈ Z(J)

Let J ∈ Mn(F) be a Jordan matrix with an unique eigenvalue and W the Weyr matrix of J . We
write as above α = (α1, . . . , αm) and ω = (ω1, . . . , ωα1), the Segre and the Weyr characteristic of
J respectively. Moreover, N(α) = (n1, . . . , nτ ) and S(α) = (s1, . . . , sτ ) are as in Definition 1.1.

First, we consider a particular case. Given Tk,k as in Theorem 2.2, that is:

Tk,k =




T 1,1
nk . . . T 1,sk

nk
...

. . .
...

T sk,1nk . . . T sk,sknk


where T i,jnk =



xi,j1 0 . . . 0

...
. . .

...
xi,jnk . . . xi,j1


 , 1 ≤ i, j ≤ sk.

Lemma 4.1. Using the above notation:

(7) det(Tk,k) =


det




x1,1
1 . . . x1,sk

1
...

. . .
...

xsk,11 . . . xsk,sk1







nk

In particular, this determinant depends only on s2
k variables.

Since anyK ∈ Z(W ) is a block-partitioned upper triangular matrix, we can obtain as a corollary
of Proposition 3.2 the determinant of K which will be a key point in the proof of Theorem 4.3.
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Corollary 4.2. Using the notations of Proposition 3.2, given any K ∈ Z(W ) we have that:

(8) detK = (detK ′′s1)n1 · · · (detK ′′sτ )nτ

In particular, this determinant depends only on s = s2
1 + . . .+ s2

τ variables.

Given any T ∈ Z(J), the following theorem gives a formula for det(T ).

Theorem 4.3. Let T ∈ Z(J) be block-partitioned as in Theorem 2.2, then

detT = detT1,1 · · · detTτ,τ ,

and each of the detTi,i, 1 ≤ i ≤ τ, can been computed as in Lemma 4.1.

Corollary 4.4. The determinant of a matrix T ∈ Z(J) only depends on the elements in the diagonal
of the square blocks of T .

Example 4.5. If J is a Jordan matrix with an unique eigenvalue λ and Segre characteristic α =
(3, 3, 2, 2, 2, 1). Then, dimZ(J) = 65 but if T (x1, . . . , x65) is the parametrized form of Z(J),
detT (x1, . . . , x65) only depends on 14 variables.

5. APPLICATION

Given a matrixA ∈Mn(F), anA−invariant subspace V ⊂ Fn is an hyperinvariant subspace if is
also invariant for all matrices that commute withA and is a characteristic subspace if is invariant for
all non-singular matrices that commute with A. It is known (see [1]) that if F 6= GF (2) the lattices
of hyperinvariant subspaces and characteristic subspaces of A coincides. If F = GF (2), then
there exist characteristic non hyperinvariant subspaces. In the characterization of such subspaces
is important to know when a matrix T ∈ Z(J) is non-singular. In particular, as a corollary of
Theorem 4.3:

Corollary 5.1. Let J ∈ Mn(GF (2)) be a nilpotent Jordan matrix with Segre characteristic α =
(α1, . . . , αm). Let us denote by Ω = {i = 1, . . . , τ |si = 1}, where si is as in Definition 1.1, then:

(9) T ∈ Z(J) non-singular⇒ detT =
∏

i/∈Ω

detTi,i
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BOND THEORY FOR PENTAPODS AND HEXAPODS

MATTEO GALLET, GEORG NAWRATIL, AND JOSEF SCHICHO

ABSTRACT. This paper deals with the old and classical problem of determining necessary conditions
for the overconstrained mobility of some mechanical device. Methods from algebraic geometry have
already been used to investigate these mobility conditions, and we propose some tools specifically
developed for the so–called n–pods. In particular, we focus on the conditions which are imposed on
an n–pod by the existence of points of particular kind, which lie on the boundary of the set of self–
motions of the n–pod when we consider a specific compactification of the group of direct isometries
of R3. Furthermore we set up a photogrammetry–like technique which allows to establish necessary
conditions for movability of 5–pods.

INTRODUCTION

The objects we focus on in this paper are mechanical manipulators called n–pods. As described
in [2], the geometry of this kind of devices is defined by the coordinates of the n base anchor points
pi = (ai, bi, ci) ∈ R3 and of the n platform anchor points Pi = (Ai, Bi, Ci) ∈ R3 in one of their
possible configurations. All pairs of points (pi, Pi) are connected by a rigid body, called leg, so that
for all possible configurations the distance di = ‖pi − Pi‖ is preserved.

Notation. We think of an n–pod L as a triple

L =
(

(p1, . . . , pn), (P1, . . . , Pn), (d1, . . . , dn)
)

where pi, Pi and di are defined as above.

We are interested in describing the self–motions of a given n–pod L, namely which direct isome-
tries σ of R3 satisfy the condition

(1) ‖σ(pi)− Pi‖ = ‖pi − Pi‖ = di for all i ∈ {1, . . . , n}

In particular we want to understand what is the dimension of the set of these isometries, namely the
mobility of L, and what conditions we have to impose on the base and platform points to reach a
prescribed mobility.

We first study some geometric properties of the group of direct isometries ofR3, and in particular
we notice that it is possible to embed it in projective space in a way specifically tuned for dealing
with n–pods (Section 1). At this point, we prove that the inspection of boundary points of the set of
self–motions of an n–pod L gives information on base and platform points (Section 2). Eventually,
we develop a photogrammetry theory based on identifications (under Möbius transformations) of
2D projections of 3D configurations of points, and we use it to establish a result on pentapods with
mobility 2 (Section 3).
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Kinematical main results. From the kinematical point of view this paper contains the following
two main results:

Result 1. If the mobility of a pentapod is 2 or higher, then one of the following conditions holds:
(a) The platform and the base are similar.
(b) The platform and the base are planar and affine equivalent.
(c) There exists m ≤ 5 such that p1, . . . , pm are collinear and Pm+1, . . . , P5 are equal, up to

permutation of indices and interchange of platform and base.

Result 2. If an n–pod is mobile, then one of the following conditions holds:
(i) There exists at least one pair of orthogonal projections πl and πr such that the projections

of the platform points p1, . . . , pn by πl and of the base points P1, . . . , Pn by πr are Möbius
equivalent.

(ii) There exists m ≤ n such that p1, . . . , pm are collinear and Pm+1, . . . , Pn are collinear, up
to permutation of indices.

1. A NEW COMPACTIFICATION OF SE3

The elements of the group SE3 of direct isometries of R3 correspond bijectively to points in an
open subset of the Study quadric in P7R (where we take as coordinates the so–called Study parameters
of the isometries), defined as the set

{
e0f0 + e1f1 + e2f2 + e3f3 = 0

}
. This embedding of SE3

turns out to be very useful in the study of mobility properties of objects coming from kinematics.
However, in our situation a different compactification will lead us to a better comprehension of the
phenomena which can appear. We introduce another projective embedding of (the complexification
of) SE3 considering the following polynomials:

(2)





n0 = f20 + f21 + f22 + f23 ,

cij = eiej for 0 ≤ i ≤ j ≤ 3,

bij = eifj − ejfi for 0 ≤ i < j ≤ 3.

They give rise to a rational map

Φ : P7C︸︷︷︸
coordinates (e0:...:e3:f0:...:f3)

99K P16C︸︷︷︸
coordinates (n0:{bij}:{cij})

Definition 1.1. We define X to be the Zariski closure of the image of SE3 (embedded in P7C) via Φ.

Lemma 1.2. The variety X is a compactification of SE3 and Equation (1) becomes linear in the
new coordinates. We denote by B the boundary of X , namely the set X \ SE3.

Using the newly created compactification we can define the concepts of configuration set, mobil-
ity (also known as internal mobility or internal degrees of freedom) and bond of an n–pod.

Definition 1.3. The configuration set KL of an n–pod L is defined as:

KL =
{
σ ∈ SE3 satisfying Equation (1) for all (pi, Pi)

}
⊆ X

The mobility of an n–pod L is defined as the dimension of KL.

Definition 1.4. The set of bonds BL of an n–pod L is defined as the intersection of the Zariski
closure of KL with the boundary B of X .
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Remark 1.5. Belonging to the boundary, bonds do not represent direct isometries of R3, but we will
see in Section 2 that we can give a precise geometric meaning to their presence.

The following result is the key tool to prove all theorems in Section 2:

Proposition 1.6. The natural left and right actions of SE3 on itself extend to linear actions on X .

2. GEOMETRIC INTERPRETATION OF BONDS

According to the local behavior of the variety X , bonds can be classified into four groups:
inversion bonds: at least one cij–coordinate is not zero, and n0 6= 0 (X is smooth at these

points);
butterfly bonds: at least one cij–coordinate is not zero, and n0 = 0 (these are double points

of X);
similarity bonds: all cij–coordinates are zero and the following matrix has rank 2

M =
(
b01 b02 b03 b12 b13 b23
b23 −b13 b12 b03 −b02 b01

)

collinearity bonds: all cij–coordinates are zero and the matrix M has rank 1.
The presence of some kind of bond implies precise conditions on base and platform points of an

n–pod. In the following, if ε ∈ S2 is a unit vector in R3, we denote by πε the orthogonal parallel
projection along ε.

Theorem 2.1. Assume that β ∈ BL is an inversion/similarity bond of L. Then there exist directions
l, r ∈ S2 (depending on β) such that, if for i = 1, . . . , n we set qi = πl(pi) and Qi = πr(Pi), then
there is an inversion/similarity of R2 mapping q1, . . . , qn to Q1, . . . , Qn.

Theorem 2.2. Assume that β ∈ BL is a butterfly bond of L. Then there exist directions l, r ∈ S2

(depending on β) such that, up to permutation of indices 1, . . . , n, there exists m ≤ n so that
p1, . . . , pm are collinear on a line parallel to l, and Pm+1, . . . , Pn are collinear on a line parallel
to r.

Theorem 2.3. Assume that β ∈ BL is a collinearity bond of L. Then p1, . . . , pn are collinear or
P1, . . . , Pn are collinear (or both).

The technique we adopt to show the previous results is to use left and right actions of SE3 on
X in order to find “good” representatives for the orbits of all kind of bonds, and then to perform
explicit computations. Altogether, these theorems give Result 2 presented in the Introduction.

3. MÖBIUS PHOTOGRAMMETRY

This Section deals with a mathematically freestanding problem, which we call Möbius Pho-
togrammetry. Unlike traditional photogrammetry, which tries to recover a set of points from a finite
collection of central projections, here we consider the problem of reconstructing a vector of 5 points
in R3 starting from finitely many orthogonal parallel projections, assuming that we know them only
up to Möbius transformations.

If we denote by M5 the moduli space of 5 points in P1C, and we fix a vector ~A = (A1, . . . , A5)
of points in R2, it is possible to define a photographic map

f ~A : S2 −→M5
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associating to each unit vector ε ∈ S2 the equivalence class of the projection along ε of the points
in ~A. Here we identify the plane R2, on which the points are projected, with the complex plane C,
and we embed the latter in P1C. Using the results in [1] we can write down explicitely an embedding
M5 ⊆ P5C and the polynomials defining f ~A, and prove the following two lemmata:

Lemma 3.1. Let ~A = (A1, . . . , A5) be a 5–tuple of points that are not coplanar. Then the photo-
graphic map f ~A : S2 −→M5 is birational to a rational curve of degree 10 or 8 in M5.

Lemma 3.2. Let ~A = (A1, . . . , A5) be a 5–tuple of planar points, not collinear. Then the photo-
graphic map f ~A : S2 −→M5 is 2 : 1 to a rational curve of degree 5, 4, 3, or 2 in M5.

Finally, taking into account the geometrical properties of M5 (which is a Del Pezzo surface of
degree 5) one can prove that the set of images under the photographic map can be used to determine,
up to similarities, the vector of points we started with.

Theorem 3.3. Let ~A and ~B be two 5–tuples of points in R3 such that no 4 points are collinear.
Assume that f ~A(S2) and f ~B(S2) are equal as curves in M5. If ~A is coplanar, then ~B is also
coplanar and affine equivalent to ~A. If ~A is not coplanar, then ~B is similar to ~A.

Now Theorem 3.3, together with the theorems of Section 2, yields Result 1 of the Introduction
(for example, the hypotheses of parts (a) and (b) in Result 1 imply the existence of infinitely many
inversion/similarity bonds, which in turn forces the images f~p(S2) and f~P (S2) to be equal).
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ON DETECTION OF SOLITARY WAVES, USING PHASE DIAGRAMS AND REAL
DISCRIMINANT

ANDRÉ GALLIGO, DENYS DUTYKH, AND DIDIER CLAMOND

ABSTRACT. We present an application of Computer algebra to Fluid Mechanics: We investigate
“capillary-gravity shallow” solitary waves in the framework of the Serre-Green-Naghdi equations.
Our main tool is a real discriminant, used to classify the topological behaviors of a family of plane
real curves.

INTRODUCTION

We investigate “capillary-gravity shallow” solitary waves in the framework of the Serre-Green-
Naghdi equations. See [Serre, DCMM]. The governing equations take into account an effect of
capillarity pressure quantified by a Bond number Bo (depending on a tension surface coefficient)
and an effect of gravity force, jointly quantified by a Fround number Fr, which also indicates the
wave phase velocity.

To simplify the notations, we let a = Fr2 and b = Bo. For physical reasons, we can concentrate
on the cases where a ∈ [0, 2] and b ∈ [0, 2]. The variable x indicates the abscissa in the channel, the
principal unknowns are the elevation h(x) of the free surface above x, and ū(x) the depth-averaged
horizontal velocity. The height of the surface at rest is normalized to 1; h = 1 is therefore a trivial
solution.

Some tricky formal manipulations (combination, derivation, integration, substitution) of the weakly
dispersive fully nonlinear approximate equations, allow to eliminate ū(x); then we are led to study
the following non linear autonomous differential equation:

Fa,b :=
a

3
h′2 + 2

bh

(1 + h′2)
1
2

− a + (2a − 2b + 1)h − (a + 2)h2 + h3.

We are interested by the solutions which satisfy the following asymptotic condition, when x tends
to plus or minus infinity

h(∞) = 1, h′(∞) = 0.

As a consequence, if h(x) is a solution then h(−x) is also a solution, and there are symmetrical
waves, (as well as non symmetrical waves).

To discuss the number and behavior of the solutions of Fa,b(h, h′) = 0 with respect to the pair
(a, b) ∈ [0, 2]2, a useful approach is to describe graphically the variations of h and h′, studying the
corresponding family of real algebraic curves Ca,b ∈ R2, with a certified topology. See e.g. [GVN].
The coordinates being k and h, we denote by Ga,b the equation of Ca,b, deduced from Fa,b(h, h′)
replacing h′ by k.
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1. CURVES AND DISCRIMINANT

1.1. Example. The curve C0.4,0.9, i.e. for the values a = 0.4, b = 0.9, is shown on the left of the
figure. When k, representing the derivative h′, is positive (resp. negative), h should increase (resp.
decrease). So one can decompose the curve into parameterized and oriented branches. For that pur-
pose, the points with an horizontal tangent or a multiple point, i.e. such that diff(Ga,b, k) = 0 need
to be precised. In this first example, there are 4 such points: A2 := (0, 0.4), A1 := (0, 1), A3, A4,
with approximately A3 = (2.1, 1.955) and A4 = (−2.1, 1.955). Call B1 and B2 the intersections
of the curve with the k axis. Then, we get the following going up branches: from B1 to A3, from
A2 to A1 (on the right side), from A1 to A3. And symmetrically the going down branches in the
half plane k < 0.

Constrained by the asymptotic conditions, we consider cycles starting from (and arriving at)
(0, 1). In this example, the only continuous one is going down from A1 to A2 (on the left side), then
going up from A2 to A1 (on the right side). Beside it, we can also consider discontinuous cycles
such as the one going up from A1 to A3, then “jumping“ from A3 to A4, then going down from
A4 to A1. The first cycle will correspond to a true differentiable solution h(x) of the differential
equation, while the second cycle will correspond to a function h(x) having a non differentiable
point where the two (non zero) semi derivatives are opposite, hence create an angle. At such a point
the two semi second derivatives are infinite, unfortunately this the conservation laws of the physical
phenomenon. However, there are 4 points of the curve C0.4,0.9 with a vertical tangent, they are
approximately V1 = (0.3, 0.5), V2 = (3.5, 1.5) and their symmetric, V3, V4, with respect to h axis;
the two semi second derivatives at these points are zero. So, we can considera discontinuous cycle
going down from A1 to V3 (on the left side), then going up from V3 to A1 (on the right side). It
corresponds to an interesting new solitary (with an angle) which is physically possible.

We aim to analyze what happens when a and b vary.

1.2. Local analysis when k = 0. As noted in the example, the point on the h-axis are important;
to determine them it suffices to substitute k = 0 and solve G(a,b)(h, 0) = 0, which gives either
h = 1 with multiplicity 2, or h = a. If there are two branches between these two points, they are
necessarily symmetric, and we consider the loop starting from k = 0, h = 1 and going up (resp.
down) to k = 0, h = a if a > 1 (resp. a < 1). This will correspond to a crest (resp. a trough)
solitary wave, above (resp. below) the constant solution h = 1.
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Then, to investigate the local behavior at (h = 1, k = 0), we compute the Taylor expansion of
Ga,b at that point. Up to order 3, we get:

3(a − 1)(h − 1)2 − (a − 3b)k2 = 0.

Therefore, if (a − 1)(a − 3b) < 0 there is only an isolated point; if (a − 1)(a − 3b) > 0 then there
is a double point corresponding of the crossing of two branches, i.e. no obstruction (at this local
analysis) for the existence of a solitary wave. If a = 1, then we consider the Taylor expansion up to
order 4: (−1 + 3b)k2 − 3(h − 1)3 + 3(h − 1))bk2 = 0. Therefore if b > 1

3 , (resp. b < 1
3 ) we get

a cusp going up (resp. down); while if b = 1
3 , the Taylor expansion correspond to 3 lines including

h = 1; i.e. no obstruction (at this local analysis) for the existence of a (non constant) solitary wave.
Now, the Taylor expansion of Ga,b at the point (h = a, k = 0), is equal to

3(a − 1)2(h − a) = a(3b − 1)k2

. So when a 6= 1, b 6= 1
3 we get a usual point with an horizontal tangent, it is of convex type if

b > 1
3 and concave if b < 1

3 . Therefore if a < 1, b > 1
3 or if a > 1, b < 1

3 , there is no obstruction
(at this local analysis level) for the existence of a solitary wave. While if a < 1, a

3 < b < 1
3 or if

a > 1, a
3 > b > 1

3 , this local analysis only permits a solitary wave with an angle.

1.3. Global analysis when k 6= 0. For our global analysis and decomposition into branches, the
points with horizontal tangents play a key role. They satisfy the two equations: Ga,b = 0 and
∂Ga,b

∂k = 0. The second equation vanishes for k = 0 or for a2(k2 +1)3 = 9b2h2; from which we can
express k2 as a function in h and replace this expression in the first equation. So we get an equation
depending only on h, but with a cube root operator. To get rid of it, and deal with polynomials, we
introduce a new variable Y such that h = a

3bY
3 and k2 = −1+Y 2, with Y ≥ 1. Finally we are led

to the following polynomial equation in Y :

f := a2Y 9 + (−3a + 2)abY 6 + (−18b3 + 18ab2 + 9b2)Y 3 + 27Y 2b3 − 36b3.

The adapted tool to discuss the number of real roots of f depending on the pair (a, b), is the dis-
criminant locus which is an algebraic curve in the (a, b)−plane, describing the point where f have
multiple roots. here its implicit equation is a polynomial D1(a, b); this locus divides the plane
into cells having the same number of real roots. However, we are only interested by real solutions
Y ≥ 1. Here, f admits Y = 1 as a solution if and only if b = 1

3 or a = 3b and in this last case
Y = 1 is a double root (so it does not count for the transition between solutions bigger than 1 and
smaller than 1). We deduce that some cells should be divided by the line b = 1

3 , or gathered across
a branch of the discriminant locus (which corresponds to not interesting double roots, i.e. not real
and bigger than 1). So, we will use a ”real discriminant locus“ to classify the global behaviors for
the different values of (a, b).

In our setting, the discriminant polynomial D1 factors into a square (a − 3b)2 and another poly-
nomial R(a, b) of degree 10 in (a, b).

It turns out that in the square a ∈ [0, 2], b ∈ [0, 2], f admits 0 to 3 real solutions bigger than 1.
The line defined by the equation (a − 3b) = 0 is of special interest since it corresponds to a

double root at a fixed value Y = 1, which corresponds to the double point at h = 1 and k = 0, and
another simple solution Y (b) ∈ [1, 2], increasing with b.
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For the choice a = 0.4, b = 0.9 of Example 1, we find only one solution for Y hence only
one solution for an extrema of h (beside the one corresponding to k = 0 that we got earlier in our
analysis).

1.4. Vertical tangents. Once we have classified the curves thanks to their points with horizontal
tangents, we need to locate the points with a vertical tangent, in order to predict potential solitary
wave with an angle. We proceed similarly since they satisfy the equations Ga,b = 0 and ∂Ga,b

∂h = 0.
We introduce an auxiliary variable Z such that k2 = −1 + Z2, with Z ≥ 1, and we get a(Z21) =
3(h−1)(2h2 −h−1. Finally we are led to a polynomial equation in Z of degree 6; and we consider
its discriminant D2(a, b). It turns out that D2 factors into powers of a and of b, a polynomial of
degree 5 in (a, b) and the same polynomial R(a, b) which is a factor of D1. This fact simplifies the
case by case analysis.

2. CLASSIFICATION: ONE EXAMPLE BY CELL

Now, we can classify the different behaviors and detect solitary waves, just by seeing what hap-
pens when we choose a pair in each of the cells defined in the previous section. We also need to
consider all the limit situations.

We point out the case where (a, b) belongs to the branch of the discriminant locus containing
approximately (a = 0.8, b = .3538557). It detects a special behavior: the corresponding solitary
waves is differentiable but not twice differentiable in some special point; the curve C0.8,0.3538557 is
shown on the right of the figure.
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A SIMILARITY TEST FOR ORE POLYNOMIALS

JOSÉ GÓMEZ-TORRECILLAS, F. J. LOBILLO, AND GABRIEL NAVARRO

ABSTRACT. Let R be an Ore extension of a division ring. Given Ore polynomials f, g ∈ R of the
same degree, a basic computational problem is to decide effectively whether f and g are similar, that
is, if there exists an isomorphism of left R–modules between R/Rf and R/Rg. We show that if R
is finite over its center C, then this problem can be reduced to check the existence of an isomorphism
of C–modules.

INTRODUCTION

In 1933, O. Ore presented in [9] the foundations of non-commutative polynomials in one variable,
defining what we call nowadays an Ore extension of a skew-field. He established the basic properties
of these skew polynomials, including a factorization theory. The factorization was proved to be
unique up to similarity of polynomials. In contrast with the commutative case, similar polynomials
need not to be associated, and this entails that similar polynomials do not behave so well with
respect to arithmetic than associated ones. For instance, products of pairwise similar polynomials
are not necessarily similar.

Ore polynomials play a role in several branches of mathematics, from quantized algebras to
differential operator rings. In 1976, Piret used skew polynomials over finite fields to introduce
Cyclic Convolutional Codes, see [10], whose algebraic structure is deeply studied in [2]. This
connection with Coding Theory suggests that new algorithms over skew polynomials should be
developed. For instance, a Las Vegas factorization algorithm of skew polynomials over finite fields
was proposed by Giesbrecht in [1].

In [4], we give a full proof of a generalization of [6, Ch. 3, Theorem 33] for finitely generated
modules over a non-commutative PID finite over its center (Theorem 1.2). This theorem, in con-
junction with the description from [8, Theorem 1.1.22] of the center of D[X;σ] as a commutative
polynomial ring, constitutes the key of our algorithm to decide if two given polynomials in D[X;σ]
are similar (see Subsection 2.1). Examples 2.2 and 2.5 and have been computed with the aid of
mathematical software Sage [11].

1. THE ABSTRACT RESULT

In this section, R denotes a non-commutative principal ideal domain (PID, for short) in the sense
of [6]. Every two-sided ideal I ofR is then of the form I = Rα = αR for a suitable element α ∈ R
(see [6, p. 37]). A left R–module M is bounded if its annihilator AnnR(M) = {a ∈ R : am =
0 ∀m ∈ M} is nonzero. In [6], Krull-Schmidt Theorem was applied to investigate the structure
of any finitely generated bounded left R–module. With a little more work, the following structure
theorem is deduced.
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Proposition 1.1. Let M be a finitely generated bounded left module over R. Let P(M) be the
(finite) set of maximal two-sided ideals of R that contain AnnR(M). Then M admits a decom-
position as a direct sum of submodules M = ⊕P∈P(M)MP , where MP = {m ∈ M : P km =
0 for some k > 0}.

Assume that R is finite over its center C (that is, R is free of finite rank as a C–module). If
f ∈ R is nonzero, then a straightforward application of the Cayley-Hamilton Theorem gives that
f is a right factor of some nonzero element of C. Thus, Rf ∩ C 6= 0 and, in particular, R/Rf is
bounded leftR–module, sinceRf ∩C ⊆ AnnR(R/Rf). We deduce then that every leftR–module
of finite length is bounded. Let f∗ ∈ R be such that Rf∗ = f∗R = AnnR(R/Rf) (the bound of
f ). The proof of [3, Lemma 3.6] runs here to prove that if R/Rf is a simple left R–module, then
C/(C ∩ Rf∗) is a field and the simple Artinian ring R/Rf∗ is a finite-dimensional algebra over
C/(C ∩ Rf∗). Thus, in particular, R/Rf is a finite-dimensional C/(C ∩ Rf∗)–vector space and,
therefore, a C–module of finite length. Hence, every left R–module of finite length is a C–module
of finite length, too. A finitely generated bounded left R–module M is said to be centrally bounded
if every P ∈ P(M) is of the form P = Rπ, for some non-zero π ∈ C.

Theorem 1.2. Let M , N be finitely generated and centrally bounded left R–modules. If R is finite
over its center C, then M ∼= N as left R–modules if and only if M ∼= N as C–modules.

In [4] we use Proposition 1.1 to reduce the proof of Theorem 1.2 to the case M = MP and
N = NP . Next, we show that the socle of M as a left R–module equals its socle as a C–module.
This allows to prove first the theorem in the indecomposable case. Finally, using Krull-Schmidt
decompositions, and the socle series of M and N , we complete the proof when the modules are
decomposable.

2. THE ALGORITHMS

Consider an Ore extension R = D[X;σ] of a division ring D by an automorphism σ of D (see,
e.g. [8]). Assume that D is finite dimensional over its center C(D), and that σ has finite order µ
with respect to an inner automorphism associated to some 0 6= u ∈ D. By [8, Theorem 1.1.22]
the center C of R is a polynomial ring over K = C(D) ∩Dσ, concretely C = K[u−1Xµ]. Here
Dσ = {d ∈ D : σ(d) = d}. As a consequence, R is finite over C.

2.1. Similarity of polynomials. Two polynomials f, g ∈ R are said to be similar if R/Rf and
R/Rg are isomorphic as left R–modules. We say that f ∈ R is X-torsionfree if f has non-zero
term of degree zero. If f, g ∈ R are X–torsionfree, then M = R/Rf,N = R/Rg satisfy the
hypotheses of Theorem 1.2. Now, if f = f ′Xr and g = g′Xs, with f ′, g′ X–torsionfree, then f, g
are similar if and only if r = s and f ′ is similar to g′.

We thus get Algorithm 2.1 from Theorem 1.2. There, the basis B1 of R/Rf as a vector space
over K is B1 = {uiXj : 0 ≤ i < ρ, 0 ≤ j < n}, and it is ordered lexicographically with ui < X .
Each equivalence class uiXj +Rf is identified with its representative uiXj .

Algorithm 2.1. Input: f, g ∈ R = D[X;σ] and a basis {u0, . . . , uρ−1} of D over K.
Output: True if f, g are similar or False otherwise.

(1) If deg f 6= deg g then return False.
(2) Write f = cf ′Xr and g = dg′Xs where f ′, g′ are monic and X-torsionfree.
(3) If r 6= s then return False.
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(4) Let n = deg f ′ = deg g′. Let Mf ′ ,Mg′ be the nρ× nρ matrices having as (i+ ρj)-th row,
for all 0 ≤ i ≤ ρ− 1, 0 ≤ j ≤ n− 1, the coefficients with respect to B1 of the reminder of
the left division of u−1XµuiX

j = uiu
−1Xµ+j by f ′ and g′ respectively.

(5) If Mf ′ ,Mg′ have the same rational form then return True, else return False.

Algorithm 2.1 is correct since the matrices constructed in step 4 are associated to the linear maps
providing the C–module structures of R/Rf ′ and R/Rg′ (see, e.g., [7, §3.10]).

Example 2.2. Let H be the Hamilton quaternions over the rationals, and R = H[X;σ], where σ is
the inner automorphism defined by u = 1 + i. Consider

f1 = x2 +
(
−4

3 + 9
7 i− 25

21j +
19
21k
)
x− 10

7 i− 12
7 j − 6

7k,

f2 = x2 +
(
2
7 − 1

3 i− 19
21j +

25
21k
)
x+ 22

21 + 4
21 i+

38
21j − 8

7k,

f3 = x2 + (−i+ 10j − k)x+ 7
4j.

Algorithm 2.1 says that f1 and f2 are similar, but they are not similar to f3.

If D = F is a finite field, then Algorithm 2.1 can be improved. By [8, Theorem 1.1.22], C =
K[Xµ] is the center of R , where µ is the order of σ . Since K commutes with X and F commutes
with Xµ, it follows that S = K[X] and T = F[Xµ] are commutative subrings of R, and C ⊆
S, T ⊆ R. As a consequence of Theorem 1.2, we have:

Corollary 2.3. Let f, g ∈ R be X-torsionfree. Then f and g are similar if and only if R/Rf and
R/Rg are isomorphic as modules over C, S or T .

So, in order to check if two given polynomials in R are similar, we can replace C by S or T in
Algorithm 2.1. In the last case, an F-basis of R/Rf , where f ∈ R is a monic polynomial of degree
n, is B2 = {1, X, . . . ,Xn−1}. Hence we get:

Algorithm 2.4. Input: f, g ∈ R = F[X;σ].
Output: True if f, g are similar or False otherwise.

(1) If deg f 6= deg g then return False.
(2) Write f = cf ′Xr and g = dg′Xs where f ′, g′ are monic and X-torsionfree.
(3) If r 6= s then return False.
(4) Let n = deg f ′ = deg g′. Let Mf ′ ,Mg′ be the n × n matrices having as i-th row, for all

0 ≤ i ≤ n − 1, the coefficients with respect to B2 of the reminder of the left division of
Xµ+i by f ′ and g′ respectively.

(5) If Mf ′ ,Mg′ have the same rational form then return True, else return False.

Example 2.5. Let F16 be generated over F2 by a with minimal polynomial a4+ a+1. Let σ = τ2,
where τ is the Frobenius automorphism. Then the order of σ is µ = 2. Let f1 = x3+a13x2+ax+a3,
f2 = x3 + a2x2 + x + a6 and f3 = x3 + a8x2 + a3x + a6. Then the execution of Algorithm 2.4
leads to the matrices

Mf1 =




0 0 1
a3 a a13

a10 a9 a8


 , Mf2 =




0 0 1
a6 1 a2

a14 a12 a5


 , Mf3 =




0 0 1
a6 a3 a2 + 1
a8 a6 a3




whose rational forms are 

0 0 1
1 0 a5

0 1 a10


 ,



0 0 1
1 0 a5

0 1 a10


 ,



0 0 1
1 0 0
0 1 0


 ,
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respectively. Hence f1 and f2 are similar, but they are not similar to f3.

Suppose matrix multiplication is performed in O(nω) basic operations over its base field, with
ω ≥ 2. Then the cost of step (5) in Algorithm 2.4 with respect to the basic arithmetic in K is
O(nωµ log(n+µ) log(log n+logµ)), whilst step (5) in Algorithm 2.1 needsO((nµ)ω log(nµ) log log(nµ))
over K.

2.2. An isomorphism test for finitely generated modules. Let M = Rm/L be a finitely gen-
erated left R–module, where L is a submodule of a free left R–module Rm. As detailed in [5,
Section 2.5], by using the left and the right Euclidean Division Algorithms for R it is possible
to find f1, . . . , fk ∈ R of positive degree such that M ∼= Ra ⊕ R/Rf1 ⊕ · · · ⊕ R/Rfk. For
each i = 1, . . . , k, let us write fi = f iX

mi with mi ≥ 0 and f i are X–torsionfree. Since
R/Rfi ∼= R/RXmi ⊕R/Rf i, it follows that

(1) M ∼= Ra ⊕R/RXe1 ⊕ · · · ⊕R/RXep ⊕R/Rf1 ⊕ · · · ⊕R/Rfk,
where a ≥ 0 and 0 < e1 ≤ · · · ≤ ep are integers, and f1, . . . , fk ∈ R are X–torsionfree non-
constant polynomials. We say that (1) M is a rough decomposition of M .

Theorem 2.6. Let M and N be finitely generated left R–modules, and assume that (1) is a rough
decomposition of M , and let

Ra
′ ⊕R/RXe′1 ⊕ · · · ⊕R/RXe′

p′ ⊕R/Rg1 ⊕ · · · ⊕R/Rgq′
be a rough decomposition of N . Then M and N are isomorphic as left R–modules if and only if
a = a′, p = p′, ei = e′i for i = 1, . . . , p and R/Rf1 ⊕ · · · ⊕R/Rf q ∼= R/Rg1 ⊕ · · · ⊕R/Rgq′ as
modules over the center C of R.

As a consequence, similar algorithms to Algorithms 2.1 and 2.4 can be provided.
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RADICALS OF ORE POLYNOMIALS

MAXIMILIAN JAROSCHEK

ABSTRACT. We give a comprehensible algorithm to compute the radical of an Ore operator. Given
an operator P , we find another operator L and a positive integer k such that P = Lk and k is maximal
among all integers for which such an operator L exists.

1. INTRODUCTION

The problem of factoring commutative univariate polynomials with the help of a computer is a
classical and still active field of research. Frequently utilized algorithms are based on the work of
Cantor-Zassenhaus [4], Berlekamp [2], Kaltofen [5] and van Hoeij [10]. An important preprocessing
step for many of these algorithms is to compute the squarefree decomposition of the input polyno-
mial, i.e. given a polynomial p ∈ K[x], find g1, . . . , gm ∈ K[x] with gcd(gi, gj) = gcd(gi, g

′
i) = 1

such that
p = g1g

2
2 . . . g

m
m.

In the noncommutative setting, simplifying the process of factoring Ore polynomials by identifying
repeated factors is not yet available for the existing factoring algorithms like [3, 8]. As a first step
towards such a preprocessing method we present an algorithmic solution to the following problem:

Given an Ore operator P , i.e. an element of an Ore algebra K[y][X;σ, δ], find another operator
L ∈ K[y][X;σ, δ] and a positive integer k such that

(1) P = Lk,

and k is maximal among all integers for which such an operator L exists. In the outline of the
algorithm presented here, we only consider the shift case for sake of simplicity, i.e. we take Ore
operators in the algebra K[y][X;σ, 0] with trivial pseudo-derivation δ = 0. Remarks on the differ-
ential case with P ∈ K[y][X; 1, δ] and the case of general Ore algebras are given in Section 4. For
details on Ore algebras see [7].

Our algorithm is based on the solution of the corresponding problem in the commutative case
and on (linear) algebra methods for determining suitable values for symbolic coefficients.

2. PRELIMINARIES

Let K be a computable field. We fix an operator P in the Ore algebra K[y][X;σ, 0]. Operators
are denoted by capital letters and the ith coefficient of an operator by the corresponding lower case
letter with the index i. The order of an operator L is its degree with respect to X and is denoted by
ord(L). By deg(L) we refer to the degree of L in y.

Author supported by Technologietransfer 2013/14 des Landes Oberösterreich.
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3. THE ALGORITHM

3.1. Degenerate Cases. In this section we cover the cases where either ord(P ) = 0 or deg(P ) =
0. In both cases, we can assume P ∈ K[x], i.e. we work in a commutative domain. We compute the
squarefree decomposition g1, . . . , gm of p (e.g. by Yun’s algorithm [11]) and the greatest common
divisor k of all the elements in the set {i ∈ N∗ | deg(gi) > 0}. Then it is easy to see that k is as
required and L is given by

L = lc(P )1/kg
1/k
1 g

2/k
2 . . . gm/km .

Now we establish how to solve this problem for shift operators by solving a linear and an alge-
braic system of equations.

3.2. Main Idea. For the noncommutative case, we don’t have a squarefree decomposition to sim-
plify the task. We exploit noncommutativity to solve the problem:

Observe that for P and L as above we have that

PL = LkL = Lk+1 = LLk = LP.

Therefore, L is a solution to the equation

(2) PL− LP = 0.

This means that L is an element of the centralizer of P .

Definition 3.1. Let r, d ∈ N. We call the set

Cr,d(P ) = {L ∈ K[y][X;σ, 0] | PL = LP, ord(L) ≤ r, deg(L) ≤ d},
the centralizer of P (with order r and degree d).

The centralizer of P with order r and degree d is a K-vector space. In order to find L as in (1),
we compute a basis of Cr,d(P ) for certain r, d ∈ N and then construct L as a linear combination of
the basis elements.

The outline of our algorithm is as follows.

Algorithm 3.1: OreRadical
Input: An operator P ∈ K[y][X;σ, 0] with

ord(P ) · deg(P ) 6= 0.
Output: An operator L and an integer k such that P = Lk

and k is maximal among all integers for which such
an operator L exists.

1. If ord(P ) = 0 or deg(P ) = 0: solve as in the
commutative case.

2. Compute candidates for k.
3. For each candidate k′, do:
4. Compute a basis for Cord(P )/k′,deg(P )/k′(P ).
5. If it exists, compute an element Lk′ in Cr,d(P ) for which

P = (Lk′)
k′ holds.

6. Return (Lk, k) such that k is maximal.
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We already have seen in Section 3.1 how to carry out step 1. We now show in detail how to carry
out the steps 2 – 5.

3.3. Candidates for the Exponent. If P = Lk holds, then also p0 = lk0 has to hold. Therefore it
suffices to look for a candidate for k in the commutative case. If g1, . . . , gm are the factors in the
squarefree decomposition of p0, we see that the exponent k has to divide each index i for which gi
in the squarefree decomposition g11g

2
2 . . . g

m
m is not equal to 1 and it also has to divide ord(P ) and

deg(P ) since we have that

ord(P ) = k · ord(L) and deg(P ) = k · deg(L).
Therefore the set of candidates is given by the set of all common divisors of ord(P ), deg(P ) and of
the indices i for which gi 6= 1.

3.4. Looping Through the Candidates. It is clear that the real k has to be contained in the set of
candidates computed in Section 3.3. The choice on the order in which the candidates are considered
in the for loop of the algorithm will affect its running time. One way is to begin with the smallest
k′ 6= 1. This will guarantee that we find a nontrivial solution on the first try (if one exists), but
it might be of the form Lk

′
where k′ < k, e.g. P = L4 and we choose k′ = 2. The algorithm

then has to be applied recursively. On the other hand, we can start with the largest candidate and
be guaranteed to find L without a recursive call, but it might be necessary to try several different
candidates, e.g. when P = L2 and l0 = n2 we would choose k′ = 4. Depending on the input,
one strategy may be better than the other, but in general it is not clear a priori which method is
preferable.

3.5. Computing a Basis for the Centralizer. Having chosen a candidate k′, we now have to look
for Lk′ in C := Cord(P )/k′,deg(P )/k′(P ). We compute a basis for C by letting A be an operator in
K[y][X;σ, 0] of order ord(P )/k′ and degree deg(P )/k′ with undetermined coefficients. Setting
AP − PA equal to zero then gives a linear system of equations by coefficient comparison. A basis
for the solution space of this system is a basis for C.

3.6. Finding the Radical in the Centralizer. A basis of the solution space of C corresponds to an
ordered set of operators

(B1, . . . , B`, 1),

with Bi > Bi+1 > 1 for 1 ≤ i < ` with respect to the lexicographic term ordering for which
y < X . Let c1, . . . , c`+1 be undetermined and consider the equation

(3) (c1B1 + c2B2 + · · ·+ c`B` + c`+1︸ ︷︷ ︸
=:Lk′

)ord(P )/k′ − P = 0.

Again, by coefficient comparison, this gives a system of algebraic equations. If there exists a so-
lution, the special form of the system allows us to find it without the help of Gröbner bases. By
construction, the operator on the left hand side of (3) contains a coefficient that only depends on c1,
a coefficient that only depends on c1 and c2 and so on. Thus we can determine the ci’s one after
another. If we find a solution for all the ci’s, we can construct Lk′ . If we don’t find a solution, we
have to consider the next candidate for k. If P cannot be written as the power of another operator,
the algorithm will eventually return L = P and k = 1.
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4. GENERALIZATIONS AND FUTURE WORK

The algorithm can be easily adapted to work with other Ore algebras. The only time we make
use of the fact that we are working in the shift algebra is in Section 3.3. For differential operators in
K[y][X; 1, δ], the equation p0 = lk0 does not necessarily hold, but in this case we can replace it with
lc(P ) = lc(L)k, the analogous relation for the leading coefficients of P and L.

For an Ore algebra K[y][X;σ, δ] with nontrivial σ and δ it is well known that there exists a
computable isomorphism φ from K(y)[X;σ, δ] to the algebra K(y)[X;σ, 0] with trivial pseudo-
derivation [1]. Starting with P ∈ K[y][X;σ, δ], it might happen that φ(P ) has rational function
coefficients. The trailing coefficient of P then is of the form rk where r is a rational function in
K(y) and both, the numerator and the denominator of rk can be used to find candidates for k as in
Section 3.3. Once the candidates have been determined, the rest of the algorithm can be carried out
with P ∈ K[y][X;σ, δ] instead of φ(P ) ∈ K(y)[X;σ, 0].

For the shift and the differential case, the algorithm was implemented in Sage [9] and will be
included in the next release of the Ore algebra package [6].

The result presented here is only a first step in simplifying the task of factoring Ore polynomials.
As a next goal, we would like to be able to detect if an operator is of the form P = ALk and
compute its “right squarefree part” rsqfp(P ) := AL.
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The calculation of the values of a function with a given accuracy in an appropriate time of com-
puter work is one of the central problems in computational mathematics. The first nontrivial problem
of such kind stated by A.N. Kolmogorov (see [29], [15], [16]) in the end of 50-s was the problem of
the study of the complexityM(n) of computation of the product of two n -digit integers. A solution
was found in 1960 by Kolmogorov’s student A.A. Karatsuba (see [13]–[16], see also [27], [28])
who invented the first fast method, method of fast multiplication.

From the moment of the discovery of ”fast multiplication”, different fast algorithms were con-
structed (e.g. the Schönhage-Strassen multiplication, see [31], [32]; the FFT, see [11]; fast matrix
multiplication, see [34], [32]; the AGM, see [6], [8], etc.) and were implemented in the soft- and
sometimes in the hardware. We give an overview of existing fast algorithms (see [1]–[5], [10]–[12],
[31]–[32], [35]), especially for the computation of transcendental functions (see [7]–[10], [16]–[27],
[30]).

We present a general method for fast evaluation of the functions of type of the Siegel E -function
(see [33]), the so-called FEE method, constructed by the author (see [17]–[27]), and some other
fast algorithms developed for computation of both elementary transcendental functions and higher
transcendental functions.

By means of the FEE it’s possible to calculate the following series:

(1) f1 = f1(z) =
∞∑

j=0

a(j)

b(j)
zj ,

(2) f2 = f2(z) =

∞∑

j=0

a(j)

b(j)

zj

j!
,

assuming that a(j), b(j) are integers, |a(j)| + |b(j)| ≤ (Cj)K ; |z| < 1; K and C are constants,
and z is an algebraic number, with the complexity bounds

sf1(n) = O
(
M(n) log2 n

)
,

sf2(n) = O (M(n) log n) .

HereM(n) is the algorithmic complexity of a multiplication algorithm such thatM(n) < n1+ε, for
any ε > 0 and n > n1(ε), that corresponds to the M(n) from A.A. Karatsuba’s "linear" algorithm
(see [16], [27]), or from Schönhage-Strassen’s algorithm (see [31], [32]), or from Fürer’s algorithm
(see [12]).

The method FEE is the method of fast summation of the series of a special form, including the
series of the form (1), (2). The FEE permits to compute any elementary transcendental function
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for any value of the argument, the classical constants e, π, the Euler constant γ, the Catalan and
the Apery constants, such higher transcendental functions as the Euler gamma function and it’s
derivatives, the hypergeometric, spherical, cylindrical and other functions for algebraic values of
the argument and parameters, the Riemann zeta function for integer values of the argument and
the Hurwitz zeta function for integer argument and algebraic values of the parameter, and also such
special integrals as the integral of probability, the Fresnel integrals, the integral exponential function,
the integral sine and cosine, and some other integrals for algebraic values of the argument with the
complexity bound which is close to the optimal one, namely

sf (n) = O
(
n log3 n log logn

)
.

At present, the FEE only makes it possible to calculate fast the values of the functions from the
class of higher transcendental functions, certain special integrals of mathematical physics and such
classical constants as Euler’s, Catalan’s and Apery’s constants. An additional advantage of the
method FEE is the possibility of parallelizing the algorithms based on the FEE.

Recently author found new formulas for representation of certain number-theoretic constants.
These are fast approximations providing a possibility to construct algorithms for evaluation some
of these constants with the computational complexity which is close to optimal one.

Theorem 1. The following approximation to the Catalan constant G is valid:

(3) G =
1

4

∞∑

n=1

8n−1((n− 1)!)3

(2n− 1)!!

(
6n− 3

((4n− 3)!!!!)2
− 6n− 1

((4n− 1)!!!!)2

)
.

By using (3), one can construct the FEE algorithm for calculation of G with the complexity bound

sG(n) =
(
O(M(n) log2 n

)
= O

(
n log3 n log log n

)
.

Theorem 2. The following approximation to the Riemann zeta function value ζ(2) is valid:

(4) ζ(2) =
∞∑

n=1

(−1)n−1(
2n
n

)
n2

10n− 3

4n− 2
=
∞∑

n=1

(−1)n−1(
2n
n

)
n2

(
5

2
+

1

2n− 1

)
.

By using (4), one can construct the FEE algorithms for calculation both ζ(2) and the classical
constant π with the complexity bounds

sζ(2)(n) =
(
O(M(n) log2 n

)
, sπ(n) =

(
O(M(n) log2 n

)
.

We discuss the ways of the further development of the field of fast algorithms and formulate
certain open problems from the field of algorithmic complexity.
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ZIGZAG HOMOLOGY FOR BIOMEDICAL IMAGE PROCESSING

GADEA MATA, MIGUEL MORALES, ANA ROMERO, AND JULIO RUBIO

ABSTRACT. We explain how the problem of distinguishing among different features in a stack of
images can be approached by means of zigzag homology. The idea is then applied to neuronal images,
allowing us to identify different dendrites which would appear mixed in the maximal projection
image. The algorithm has been implemented as a plugin in the Fiji/ImageJ framework. Some results
from actual neuronal images are presented.

INTRODUCTION

The project SpineUP (http://www.spineup.es) is a joint venture of a Computer Science
group at Universidad de La Rioja and a biologists team, led by M. Morales. One of the objectives of
the program is to produce software systems to automate some of the (boring and time consuming)
tasks needed to process neuronal images got from microscopical devices. These efforts have given
rise to a number of plugins in the Fiji/ImageJ framework, which are currently in use in several
laboratories (see [RHM+14] for a gentle general presentation).

Once a picture is taken, one of the most important steps is to distinguish the object of interest
in the image, from the noise included in it. In our case, the object of interest can be, for instance,
a sole neuron or a sole dendrite in a neuron. Related to this aim, in [HMC+13] an algorithm was
presented to mark in the maximal projection (a digest of the contents of a stack of images) the den-
drites of a neuron (discarding both spurious noise and dendrites coming from other neurons). The
routine has an interpretation in terms of persistent homology but had the drawback of being inca-
pable of recognizing dendrites crossing in different heights, and unavoidably mixed in the maximal
projection.

Here, we move from persistent homology to zigzag homology, another tool from Computa-
tional Topology, allowing us to overcome the mentioned drawback, and opening the way to a 3D-
reconstruction of a neuron.

1. ZIGZAG PERSISTENCE FOR 3D IMAGE RECONSTRUCTION

The theory of zigzag persistence [CdS10] provides an extension of persistent homology [ZC05]
to diagrams of topological spaces of the form:

X1 ↔ X2 ↔ · · · ↔ Xm

where the arrows can point either left or right.
For each n ∈ N, the sequence of vector spaces and linear maps:

Hn(X1)↔ Hn(X2)↔ · · · ↔ Hn(Xm)

is called a zigzag module. In [CdS10] it is shown that such sequences have the structure of an
abelian category and can be classified up to isomorphism by a multi-set of intervals {[ai, bi]} with
1 ≤ ai ≤ bi ≤ m and therefore can be represented by means of a barcode diagram.
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Let us consider now S1, . . . , Sn to be the different slices of a Z-stack of images. Since these
images do not usually define a filtration one cannot directly apply persistent homology techniques.
However, in this work we show that zigzag persistence solves this problem and can be useful to
detect the structure of different elements in the image in a 3D-reconstruction process.

To this aim, we begin by producing the following sequence:

S1 ↪→ S1 t S2 ←↩ S2 ↪→ S2 t S3 ←↩ · · · ↪→ Sm−1 t Sm ←↩ Sm
where Si t Si+1 can denote (depending on the type of the image to be studied, see Section 2) the
union of the slices Si and Si+1 or the maximal projection of both slices.

One can observe that the zigzag homology of this sequence describes the continuity of homology
classes between the different slices. In particular, we consider the zigzag module corresponding to
0-homology:

(1) H0(S1)→ H0(S1 t S2)← H0(S2)→ H0(S2 t S3)← · · · → H0(Sm−1 t Sm)← H0(Sm)

Here one can observe that intervals in the barcode diagram starting at S1 or at SitSi+1 for some
i and dying at Sm or at Sj t Sj+1 for some j correspond to the different connected components
appearing in the 3D image. One can also observe that intervals starting at some Si correspond
to different connected components in Si which merge in Si−1 t Si. Similarly, intervals dying
at some Si represents components which merge with another one in Si t Si+1. In this way, the
computation of zigzag homology of the previous module allows one to determine the different
connected components in the 3D image.

In our particular case of brain images obtained by confocal microscopy, zigzag persistence can
be used to detect the different neurons appearing in an image and discard non-relevant elements
considered as noise. Neuron components correspond to long intervals in the barcode (that is, el-
ements which persist along several slices), in contrast with noise which is present in few steps.
Following zigzag persistence ideas, a plugin for ImageJ/Fiji [S+12, Ras12] has been developed
representing with different colors over the maximal projection the different (parts of) neurons ap-
pearing in the image. For practical reasons, some preprocessing steps have been applied to initial
images S1, . . . , Sm to reduce noise by smoothing.

2. NEURONZIGZAGJ, A PLUGIN FOR NEURON DETECTION

The theory of zigzag persistence has been used to develop a plugin able to extract the neuronal
structure and to identify two or more different neuronal dendrites from a stack of images. This
application, called NeuronZigZagJ [Mat14], has been implemented as a plugin for ImageJ [Ras12].

In this work we have considered two different types of images, both of them acquired with a
confocal microscopy. A first class of images represents a basal hippocampal rat neuron in culture
transfected with an Actin-GFP vector; the second one shows a DiI staining of the basal dendritic
segment of a mouse pyramidal hippocampal neuron (see Figure 1). These images are Z-stacks,
which have about between 10 and 50 slices. These slices are different images in the Z-plane. For
example, Figure 1 shows the maximal projection of a Z-stack that has 15 slices. For continuing the
study, we have selected the part of the image which is inside the white rectangle. Figure 2 depicts
each one of these 15 slices.
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FIGURE 1. Basal dendritic segment of a mouse pyramidal hippocampal neuron
obtained using DiI staining.

FIGURE 2. A piece of Figure 1. This is a relevant part for our study because we
can see there two overlapped dendrites.

Notice that images representing different laboratory techniques must be preprocessed with differ-
ent algorithms. For this reason, the plugin shows in its dialog window various filters such as median,
mean or Gauss filter to reduce noise. Furthermore, to binarize the image we can use Huang’s thresh-
old algorithm [HW95] or the method of auto thresholding available in ImageJ, called “Default”,
which is a variation of the IsoData algorithm [RC78].

Our application is based on the fact that the neuron structure is present or “persists” in many
slices or levels of images which belong to a Z-stack. The plugin studies all connected components
contained in the different slices, and studies their evolution throughout the Z-stack by means of the
zigzag module in (1).

NeuronZigZagJ calculates the main structure and allows one to check automatically whether two
dendrites that are linked in the maximal projection of the stack are really the same, or are overlapped
on the plane but there is no intersection between them in the space.

The final outputs are two images, see Figure 3. The first one depicts the main connected compo-
nents of the neuron structure, with different colors. The plugin considers that the main connected
components are those that live longer. In this case, there are 4 connected components which live in
11 slices. This Z-stack has 15 slices and these components have the longest life and we can see they
represent the main dendritic structure in this image. The second image (right image in Figure 3) is
a barcode summary of the life of all connected components which are in the Z-stack.
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FIGURE 3. Graphical results from the plugin.
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UNWINDING PATHS ON THE RIEMANN SPHERE
FOR CONTINUOUS INTEGRALS OF RATIONAL FUNCTIONS

ROBERT H. C. MOIR, ROBERT M. CORLESS, AND DAVID J. JEFFREY

1. INTRODUCTION

It is widely understood that computer algebra systems (CAS) and the Risch algorithm and its
variants deal with indefinite integrals or antiderivatives. For reasons that will become clear we
instead regard the definite integral as fundamental. Consider the following function

F (x) =

∫ x

a
f(t)dt,

which is a definite integral once the variable upper limit has been chosen. F (x) unambiguously is
an antiderivative of f(x). Finding such an F (x) solves the indefinite integration problem.

Doing it this way also solves the problem of continuity in parameters in the integrand as a result
of the following

Theorem 1.1. If f(x, ξ) is separately continuous in x and ξ on a compact interval of R2, then

F (x, ξ) =

∫ x

a
f(t, ξ)dt

is continuous in x for each ξ and continuous in ξ for each x.

Proof. Provided in almost any book on real analysis. �

Considering the definite integral as fundamental facilitates harmonization of the analytic notion
of continuity with the algebraic methodology of the Risch algorithm. For integrals of continuous
functions f(x; ξ) that continue to lie within some elementary extension of a function field containing
f as ξ is varied, the expression for the integral ought to be continuous. And the integral certainly
ought to be continuous in x for fixed ξ. But this is not the case in practice for many CAS even for
many simple integrals. For example, when asked to integrate 1/(2 + sin t), MAPLE returns

(1)
∫

dt

2 + sin t
=

2√
3

arctan
(
2 tan( t2) + 1√

3

)
,

which is discontinuous whenever t = (2n+1)π because the tangent function in the argument of the
arctangent function becomes infinite there. Since the arctangent is defined in CAS as the principal
branch of arctan z, instead of increasing without bound as t → ∞, the value of the integral (1)
cycles endlessly through values in the bounded interval

(
− π√

3
, π√

3

)
.

In this paper we consider a way of handling this problem for integrands that are rational functions
(i.e., inR(x)) in terms of an extension of the concept of an unwinding number introduced by Corless
and Jeffrey [1].
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2. LIOUVILLE’S THEOREM AND IMPLICIT PATHS OF INTEGRATION THROUGH INFINITY

That these problems are fairly generic for the integration problem follows from (the strong ver-
sion of) Liouville’s theorem, which states that if f ∈ F , where F is a differential field of charac-
teristic 0 with constant field K, then if

∫
f = g can be expressed in finite terms such that g is in an

elementary extension G of F , then the integral can be expressed in the form
∫
f = ϕ0 +

n∑

i=1

ci log(ϕi),

where ϕ0, ϕi ∈ F and ci ∈ K for all i = 1, . . . , n. Thus, if any of the functions ϕi have a complex
value ϕ = u+ iv, the expression for the integral of f contains a term of the form

log(ϕ) = log(u+ iv) = log
(√

u2 + v2
)
+ i · arctangent

(v
u

)
.

Note that since v
u appears in the argument of the arctangent function, if u has a root or v has a pole

in the path of integration, then the integral of f will have a spurious discontinuity similar to the case
observed above. Because −vu = v

−u there is also a spurious discontinuity at ±π
2 . And, of course, if

ϕ crosses the branch cut for the logarithm along the path of integration, then an additional spurious
discontinuity arises from the choice of logarithm function. Thus, spurious discontinuities arising
from both choosing a branch of the logarithm and singular arguments of the arctangent function are
a quite generic feature of integrals in finite terms—concerns with complex variables and arctangents
come together as a result of Liouville’s theorem. The discontinuities at ±π

2 are not intrinsic to the
problem and can be removed as we will see.

The winding number solution that Corless and Jeffrey [1] propose provides a solution to the
problem of paths of integration that implicitly cross branch cuts of complex functions, but it does
not address the continuity issue arising in cases like that from a diverging argument to an arctangent
function. This latter kind of discontinuity is considered by Jeffrey [3], leading to a solution in
terms of introducing Heaviside, or step, functions at the locations of discontinuity. The solution we
propose here is similar in certain respects to Jeffrey’s solution but is simpler and deals with both
sources of discontinuity by tracking a second kind of unwinding.

This second kind of unwinding accounts for singular arguments of inverses of functions with
poles. This requires thinking of the variation of values of functions along paths of integration not in
the Argand plane but on the Riemann sphere. Along the path of integration, the values of arguments
of functions in the expression of the integral can pass through the point at infinity of the Riemann
sphere and safely emerge from it without leading to discontinuity. This is precisely what happens
in the example above when the argument of the arctangent becomes singular, and we can restore
continuity to the expression by “unwinding” trips around the Riemann sphere through∞.

The tangent function and its inverse form a natural example. First note that the image of the real
line on the Riemann sphere is a great circle if we include the point at infinity (see figure 1). We
will call R ∪ {∞} on the Riemann sphere the real circle. Consider the continuous behaviour of r
on the real circle. If we increase r from 0 to π, then tan r completes a full loop around the real
circle, passing through∞ at r = π

2 . Turning things around, then, if we allow r to complete a full
loop counterclockwise around the real circle starting from 0 (0 to +∞ and back to 0 from −∞ on
the real line), then arctan r increases from 0 to π, taking the value π

2 at r = ∞. In this way, by
keeping track of windings around the real circle passing through the point at infinity, we can define
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FIGURE 1. The Riemann sphere with the equator as image of the unit circle (shown).

the tangent function over the entire real line and the arctangent function such that arctan(tan r) = r
for all r on the entire real line.

Now, to consistently analyze unwinding on the Riemann sphere, we cannot cannot use the one-
argument definition of the arctangent function because it only covers half of the Riemann sphere,
which is the reason for the spurious discontinuities at ±π

2 . The solution is to use the two-argument
definition arctan(v, u) = θ, where −π < θ ≤ π. Interestingly, this automatically solves the
problem for poles of rational functions, because arctan(v, u) is continuous when u = 0. There
is still a discontinuity at θ = ±π when u is negative and v changes sign. But this is handled by
the usual unwinding number for the branch cut of the logarithm, which we will call the angular
unwinding number Kθ(v, u). This does not take care of diverging u or v, however, which must be
handled with a second unwinding number.

We handle diverging u or v by introducing an additional radial unwinding number Kr(v, u) for
the arctangent function, such that for w(x) = u(x) + iv(x) = reiθ, x ∈ R,

invtan (v, u; a) := arctan (v, u)− arctan (v(a), u(a)) + 2πKθ (v, u; a) + πKr(v, u; a),
where Kr(y, x) is a count of the number of passes through the point at infinity that decrease θ, i.e.,
where, asymptotically, v > 0 and u > 0, or v ≥ 0 and u < 0, as r →∞. Suppressing the constant
term, the continuous integral discussed above is then written, correctly, as
∫ x

a

dt

2 + sin t
= 2√

3
invtan

(
2 tan( t2) + 1,

√
3
)
= 2√

3

(
arctan

(
2 tan( t2) + 1,

√
3
)
+πKr

(
tan

(
t
2

)
, 1
))
,

since Kθ = 0. This expression is correct since it is the asymptotic sign of tan
(
t
2

)
when it becomes

singular that determines Kr.

3. CONTINUOUS EXPRESSIONS FOR CONTINUOUS INTEGRALS OF RATIONAL FUNCTIONS

With the arctangent function rendered continuous by adding both an angular and a radial unwind-
ing number, we have the following

Theorem 3.1. Let f be an element of K(t) with K a real closed field. Then if
∫ x
a f(t)dt = g(x) for

some g in an elementary extension of K(x), then we can algorithmically find unwinding numbers
such that g(x) is a continuous function of x where f(x) is.

Proof. Too long to include here. The basic idea is that for real rational function integrands, the
arctangent terms appearing in the integral are of the form atan(v, u), where u, v ∈ K[x], so that
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Kr(v, u) = 0 since u and v remain finite. The problem then reduces to computing the angular
unwinding number, which requires finding the roots of polynomials in arguments of arctangent
functions to determine the sign and the poles of the argument. This can be accomplished algorith-
mically, for example by using Sturm-Habicht sequences [2]. �

Let us illustrate the theorem with an example. Consider the definite integral
∫ x

√
2

t4 − 3t2 + 6

t6 − 5t4 + 5t2 + 4
dx = arctan

(
2− x2
x3 − 3x

)
,

a simplified version of what the Risch algorithm yields after reducing a sum of two complex loga-
rithms to two real arctangents and combining them into one. This expression has spurious discon-
tinuities at the roots of x3 − 3x, which we may remove with the two argument arctangent, thereby
making the radial unwinding number zero. Kθ for the two-argument arctangent is determined by the
roots of 2−x2, which indicate locations of sign changes that can cross the branch cut, and the roots
of x3 − 3x, which determine if x3 − 3x is negative when 2 − x2 changes sign. With the locations
of these roots, it is not difficult to show that

∫ x

√
2

t4 − 3t2 + 6

t6 − 5t4 + 5t2 + 4
dx = arctan

(
2− x2, x3 − 3x

)
+ 2πKθ

(
2− x2, x3 − 3x

)
,

where Kθ is 0 on (−∞,
√
2] as is required since the lower integration limit

√
2 ∈ (0,

√
2], and

Kθ is 1 on (
√
2,∞) since x3 − 3x is negative at x =

√
2 and 2 − x2 changes from positive

to negative there. Therefore, we may see that for more general rational functions, by using the
Sturm-Habicht sequence method of [2] for real root-finding, we can efficiently compute the radial
unwinding number to obtain a continuous integral where it exists.
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REPRESENTATION OF FUNCTIONS FOR AN EFFICIENT CAS

DOUGLAS NAVARRO GUEVARA

ABSTRACT. This paper presents a novel and efficient scheme of representation for the common
transcendental functions. Such representation is based on a few types of power series characterized
by a periodic sequence of numbers that allow the implementation of a coordinate representation of
diverse analytical operators. With this approach, the aim is the developement of the core of a CAS
under an object oriented implementation.

INTRODUCTION

This article shows how the “common transcendental functions”1 can be written in terms of a few
types of power series, characterized by a periodic sequence of numbers. The induced discrete repre-
sentation allows the definition of a natural isomorphism between some subsets of functions and the
space Rn. This isomorphism allows the implementation of a coordinate representation of integra-
tion and differentiation operators (among others) very close to the elementary computable functions.
Canonical bases in the function spaces can be automatically expressed in terms of standard func-
tions, allowing the development of Computer Algebra Systems (CAS) with orders of execution
similar to those of arithmetic calculations.

1. TYPES OF FUNCTIONS, REPRESENTATION AND TREATMENT

For the data structure of the computer application, the elementary complex variable functions
are represented by a “classic binary tree” structure [2], namely: operands (polynomials or tran-
scendental functions) in the leaves and operators in the interior nodes. When representation of a
composition of functions is required the “leaves” point to a new tree.

1.1. The Types of Functions. The types of functions considered (namely: Exponential,Geometric,
Arc, Bessel and Bernoulli) consist of the functions whose power series expansion at the origin
are of the form2:

(1)
∞∑

i=0

bi
xi

i!
,

∞∑

i=max{0,−k}
bi(i + k)!

xi

i!
,
∞∑

i=0

bi(bi + kc!)2x
i

i!
,
∞∑

i=0

bi
1

(i+ k)!i!
xi,

∞∑

i=0

bi
Bi+k
i!

xi

where (bi) is a periodic sequence of period n, k ∈ Z, Bn is the nth Bernoulli number and

(2) bmc! = {1 if m 6 0; 1 � 3 � 5 � ...m if m is odd; 1 � 3 � 5 � ...(m− 1) if m is even.

Coding. Coding of a function of the X Type is made by F [X; k; b0, b1, · · · , bn−1](x), where n is the
period of this generatrix sequence.

1E.g.: exp(x), sin(x), cos(x), sinh(x), cosh(x), arctan(x), arctanh(x), ln(1-x), arcsin(x), arcsinh(x), 1/(1-x), etc. In
fact, a subset of functions that intersects the set of holonomic functions [9].

2In all cases the radius of convergence can be easily calculated.
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Decoding. Decoding is based upon the fact that, for a given length n, a given k and a fixed type, the
defined set of functions forms an n-dimensional vector space. As an example, for the Exponential
Type, the isomorphism is given by the function ϕ : Rn −→ Bn:

(3) ϕ(b0, b1, ..., bn−1) =
∞∑

i=0

bi
xi

i!
where Bn =

{ ∞∑

i=0

bi
xi

i!
with bi = bi+n

}
.

Fundamental Properties. The sum and scalar multiplication in Bn correspond to the usual vector
operations in Rn. The differentiation operator (integration with constant bn) corresponds to a cir-
cular left (right) shift of the generatrix sequence and the unitary increase (decrease) of k (if any).
Other properties of Rn are also transferred by the isomorphism ϕ.

1.2. Examples.
Example 0. Coding the function ex + sin(x):
It is an Exponential type and corresponds to (Exp; 1) + (Exp; 0, 1, 0,−1)=(Exp; 1, 1, 1, 1) +
(Exp; 0, 1, 0,−1)=(Exp; 1, 2, 1, 0).
Example 1. Decoding the series F [Geo;−1; 1, 2, 3, 4]:

(4) 2
x

1
+ 3

x2

2
+ 4

x3

3
+
x4

4
+ 2

x5

5
+ 3

x6

6
+ 4

x7

7
+
x8

8
+ ...

Solution. In the Geometric Type the functions corresponding to the base: {[-1; 1,0,1,0], [-1;
0,1,0,1], [-1; 1,0,-1,0], [-1; 0,1,0,-1]} are: {-ln

(√
1− x2

)
, arctanh(x), -ln

(√
1 + x2

)
, arctan(x)}.

Thus, the sum in question corresponds to:

(5) [−1; 1, 2, 3, 4] = 2[−1; 1, 0, 1, 0] + 3[−1; 0, 1, 0, 1]− [−1; 1, 0,−1, 0]− [−1; 0, 1, 0− 1]

= −2 ln
(√

1− x2
)
+ 3arctanh(x) + ln

(√
1 + x2

)
− arctan(x)

Example 2. Consider the automatic reduction of the identity3: sinh2(x)+cosh2(x)-cosh(2x).
Solution. The simplification is immediate from the treatment of products and sums4:

(6) [Exp; 0, 1]2(x) + [Exp; 1, 0]2(x)− [Exp; 1, 0](2x)

= −1/2 + [Exp; 1, 0, ](2x)/2 + 1/2 + [Exp; 1, 0](2x)/2− [Exp; 1, 0](2x)

= [Exp; 1, 0](2x)− [Exp; 1, 0](2x) = 0 ∗ [Exp; 1, 0](2x) = 0

Example 3. Consider the solution of the differential equation: y′′+y′=ex+sin(x).
Coding. If y(x) corresponds to a vector of the form (a, b, c, d). Then, y′(x) corresponds to

(b, c, d, a) and y′′(x) corresponds to (c, d, a, b), so the equation in question would be written (c, d, a, b)+
(b, c, d, a) = (1, 2, 1, 0) (ex+sin(x) as in the Example 0) i.e.

(7)




0 1 1 0
0 0 1 1
1 0 0 1
1 1 0 0







a
b
c
d


 =




1
2
1
0




3It is worth noting that the problem of solving equivalences is, in general, recursively undecidable [6].
4All products of the elements of the basis A={cosh(x), sinh(x), cos(x), sin(x)} of B4 (i.e. {[1,0,1,0], [0,1,0,1],

[1,0,-1,0], [0,1,0,-1]}) are explicitly calculable.
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Solution5. The solution is then: (1,-1,2,0)+d(-1,1,-1,1).
Decoding. The solution corresponds (with a change of base to the base A of B4) to:

(8) 3 cosh(x)/2 − sinh(x)/2 − cos(x)/2 − sin(x)/2 + d(sinh(x) − cosh(x))

Example 4. It is natural to consider the function T : F [Geo]→ F [Arc] such that:T(F[Geo;
k;b])= F[Arc;k;b]. This transformation preserves the solutions of the support space of ordinary
differential equations with constant coefficients, that is:

(9) any
(n) + an−1y(n−1) + ...+ a1y

′ + a0y = F [Geo; k; b]

solved on F [Geo] is equivalent (i.e. the coordinates of the solutions are the same) to:

(10) any
(n) + an−1y(n−1) + ...+ a1y

′ + a0y = F [Arc; k; b]

solved on F [Arc]. It is the same if the coefficients are polynomials of variable x.

2. COMPARISON WITH MATHEMATICA

Below there are some illustrations of the limitations of a leading commercial CAS (Mathematica)
by contrast with this approach.
Example 5. Sum of a series
Consider the sum of the Example 1. and the Mathematica command:

Sum[x^(4n)/((4n))+2x^(4n+1)/((4n+1))+3x^(4n+2)/((4n+2))
+4x^(4n+3)/((4n+3)),{n,1,Infinity}]

Resulting in:
1/12 (-24x-18x^2-16x^3+18ArcTanh[x^2]+24x
Hypergeometric2F1[1/4,1,5/4,x^4]+16x^3
Hypergeometric2F1[3/4,1,7/4,x^4]-3Log[1-x^4])

Example 6. Identities reduction
Consider the identity of the Example 2. and the Mathematica commands:

f(x_)=Sinh(x)Sinh(x)+Cosh(x)Cosh(x)-Cosh(2x)
g(x_)=f(x)^2

Producing respectively:
:Cosh[x]^2-Cosh[2x]+Sinh[x]^2
:(Cosh[x]^2 - Cosh[2x] + Sinh[x]^2)^2

Example 7. Solution of differential equations: y′′+y′=(1 + x− x2)/(1− x2) 3
2 .

With Mathematica
DSolve[y’’[x]+y’[x]==(1+x-x^2)/(Sqrt[(1-x^2)^3]),y[x],x]

(11) y(x)→
∫ x

1


c1e−K[2] + e−K[2]

∫ K[2]

1

eK[1]
(
−K[1]2 +K[1] + 1

)
√
− (K[1]2 − 1)3

dK[1]


 dK[2] + c2

With the approach proposed here

The function (1+x−x2)/(1−x2) 3
2 is:F [Arc; 0; 1](x). The function y must be of the form:F [Arc;−2; a](x)

5In an exhaustive process, the solution on the class of polynomial type functions must be considered.
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but because this function does not have a proper name it will be considered as F [Arc;−2; a, b](x)
then y′ = F [Arc;−1; b, a](x) which in this type is equal toF [Arc; 0; b, a](x) and y′′ = F [Arc; 0; a, b](x).
Then y′′ + y′ = F [Arc; 0; 1, 1](x) = F [Arc; 0; a + b, a + b](x) requires that a+b=1 and y =
F [Arc;−2; 0, 1](x) = arcsin(x) is then a solution.

3. REMARKS

The representation of algebraic expressions by binary trees and the definition of fundamental an-
alytical calculations allow the definition of the basic classes and methods to develop an efficient
CAS from the object oriented programming paradigm which calculates directly on the representa-
tions. This is very important for a project that have his natural development under this paradigm
and needs to be able to handle symbolic computations (as in [5]).

This approach consists of three stages (encoding - computing - decoding). Stage 1 has a minimal
cost; stage 2 is the strongest factor for the computational process; and finally the stage 3, which is
executed only for the terminal value.

The limitations of a standard CAS versus one developed with the approach proposed here in
certain cases are dramatic, not only in terms of execution time, but also in terms of the numerical
error produced when attempting to use the analytical results in numerical calculations. E.g. you can
consider the solution of y′′=ln(1− x) by Mathematica (DSolve[y”[x]==Ln[1-x],y[x],x]) versus the
non polynomial solution by this approach:

(12) y(x)→
∫ x

1

(∫ K[2]

1
Ln(1−K[1]) dK[1]

)
dK[2] + c2x+ c1

(13)
∫ (2)

[Geo;−1;−1](x) = [Geo;−3;−1](x) = (1− x)2(ln(1− x)− 3/2)/2
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ULTRAQUADRICS ASSOCIATED TO AFFINE AND PROJECTIVE
AUTOMORPHISMS

TOMÁS RECIO, J. RAFAEL SENDRA, LUIS F. TABERA, AND CARLOS VILLARINO

ABSTRACT. In this extended abstract, we study the properties of ultraquadrics associated with au-
tomorphisms of the field K(α)(t1, . . . , tn), defined by linear rational (with common denominator)
or by polynomial (with polynomial inverse) coordinates. We conclude that ultraquadrics related to
polynomial automorphisms can be characterized as varieties K−isomorphic to linear varieties, while
ultraquadrics arising from projective automorphisms are isomorphic to the Segre embedding of a
blowup of the projective space along an ideal and, in some general case, linearly isomorphic to a toric
variety. This information helps us to compute a parametrization of some ultraquadrics.

1. INTRODUCTION

The study and analysis of ultraquadrics was introduced in [2] as a higher dimensional general-
ization of the concept of hypercircle (cf. [1], [4], [5], [6]) and as a fundamental computational tool
to algorithmically solve the problem of the optimal algebraic reparametrization of rational varieties
of arbitrary dimension (e.g. rational surfaces, see [3]).

Given a rational variety V , presented by a rational parametrization with n parameters t1, . . . , tn
and coefficients in a certain algebraic extension K(α) of a ground field K, it is natural to ask for the
possibility of reparametrizing V over K. For this purpose the paper [2] introduces the concept of
“ultraquadrics” as varieties associated to automorphisms of the fieldK(α)(t1, . . . , tn), and describes
its application to computing the reparametrization of V over K, when possible.

In this extended abstract, we study the ultraquadrics associated to some important kind of au-
tomorphisms in the field K(α)(t1, . . . , tn), such as those defined by linear rational (with common
denominator) or polynomial (with inverse also polynomial) coordinates. The provided results rein-
force the computational usefulness of ultraquadrics.

A complete version of this extended abstract has been submitted to a journal.

1.1. Notation. In the sequel, K is a field of characteristic zero, α is an algebraic element over K,
L is the field extension K(α) and F is the algebraic closure of L. So K ⊂ L = K(α) ⊂ F. We
assume that [K : L] = r. We use the notation t = (t1, . . . , tn) and T = (t0 : . . . : tn) for affine
–respectively, projective– coordinates.

On the other hand, we will consider the following three groups of automorphisms under compo-
sition:
• BL is the group of all L-birational transformations (i.e. L-definable) of Fn onto Fn.
•AL is the group of all L-automorphism of the affine space Fn; that is, the subgroup of BL where
the transformation and its inverse are both described through polynomial coordinates.
• PGLL(n) is the group of all L-automorphism of the projective space Pn(F). Elements in
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PGLL(n) are represented by a (n+ 1)× (n+ 1) regular matrix L

(1) Pn(F)→ Pn(F); T 7→ L · (T t) = [L0(T ) : · · · : Ln(T )]

where the rows Li of L represent linear forms.

1.2. Ultraquadrics. Let Ψ = (ψ1, . . . , ψn) be a birational automorphism of Fn. Then, we express
Ψ in the basis {1, . . . , αr−1} as

Ψ( t ) =



r−1∑

j=0

ψ1,jα
j , . . . ,

r−1∑

j=0

ψn,jα
j


 , ψij ∈ K( t ).

Then, using this notation, we consider the expansion map

(2)
U : BL → K( t )nr

Ψ( t ) 7→ (ψ10( t ), . . . , ψ1(r−1)( t ), . . . , ψn0( t ), . . . , ψn(r−1)( t ))

We define the ultraquadric associated with Ψ, and we denote it by Ultra(Ψ), as the rational
variety of dimension n in Fnr parametrized by U(Ψ( t )). Different automorphisms Ψ1, Ψ2 may
define the same ultraquadric Ultra(Ψ1) = Ultra(Ψ2). This can happen if and only if Ψ2 = Ψ1 ◦Φ
with Φ an automorphism in BL with coefficients inK. We define [Ψ] as the coset [Ψ] = {Ψ◦Φ|Φ ∈
BL with coefficients in K}.

If Ψ ∈ PGLL(n), say Ψ(T ) = [L0(T ) : . . . : Ln(T )], we will denote as Ultra(Ψ) the
(affine) ultraquadric generated by the associated affine mapping

(3) Ψa( t ) =

(
L1(1, t1, . . . , tn)

L0(1, t1, . . . , tn)
, . . . ,

Ln(1, t1, . . . , tn)

L0(1, t1, . . . , tn)

)

2. ULTRAQUADRICS ASSOCIATED TO AFFINE AND PROJECTIVE AUTOMORPHISMS

Next statement characterizes the ultraquadrics associated with automorphisms in AL.

Theorem 2.1. Let Ψ ∈ BL. The following statements are equivalent
(1) Ultra(Ψ) is K-isomorphic to Fn.
(2) [Ψ] ∩AL 6= ∅.

Moreover, Ultra(Ψ) is a linear variety if and only if [Ψ] contains a linear automorphism.

Proof. (sketch) A K-definable proper parametrization P( t ) = (P10, . . . , P1(r−1), . . . , Pn0, . . . ,
Pn(r−1)) parametrizes Ultra(Ψ) if and only if Q( t ) := (

∑r−1
j=0 P1,jα

j , . . . ,
∑r−1

j=0 Pn,jα
j) ∈ [Ψ].

Now, P−1 is the expansion map obtained from Q−1. Hence, P and P−1 are polynomial (resp.
linear) if and only if Q and Q−1 are polynomial (resp. linear). �

Now, we study the case of projective automorphisms. Let Ψ = L ∈ PGLL(n), we describe the
structure of Ultra(Ψ) as a blowup of Pn(F), (see [7]). Write Ψ as

Ψ(T ) = L · T t = [L0(T ) : L1(T ) : . . . : Ln(T )]

where Li is the linear form represented by the i-th row of L. Let α = α1, α2, . . . , αr be the
conjugates of α in F and let σ1, . . . , σr be K-automorphisms of F such that σi(α) = αi, and let
gi be the form of degree r − 1 that is the product of all conjugate forms {Lσ10 , . . . , Lσr0 } with the
exception of Lσi0 ; where Lσi is the linear form obtained from L substituting α by αi. Furthermore,
let I = (g1, . . . , gr) be the homogeneous ideal generated by {g1, . . . , gr} in F[t0, . . . , tn]. Then
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Theorem 2.2. The projective closure of the ultraquadric Ultra(Ψ) is L-linearly isomorphic to the
Segre embedding of the blowup of Pn(F) along the ideal I .

Proof. We consider the map

η : Pn(F) −→ Pn(F)× Pr−1(F)
T 7→ (T ; (g1(T ) : g2(T ) : . . . : gr(T )))

which is a blowup of Pn(F) along I . Now, we compose this map with the Segre embedding of
Pn(F) × Pr−1(F) to get the blowup of Pn(F) as isomorphic to the subvariety W of Prn+r−1(F)
parametrized by P := [t0g1 : . . . : t0gr : . . . : tng1 : . . . : tngr]. On the other hand, Ultra(Ψ)
is (linearly) L-isomorphic to the affine variety V parametrized by Ψa ×Ψσ2

a × · · · ×Ψσr
a (see [3]).

Projectively, the parametrization Ψa × Ψσ2
a × · · · × Ψσr

a can be expressed as [L0g1 : L1g1 : . . . :
Lng1 : Lσ21 g2 : . . . : Lσ2n g2 : . . . : Lσr1 gr : . . . : Lσrn gr]. This variety is isomorphic to the subvariety
of Pnr+r−1 parametrized by

Q := [L0g1 : . . . : Lng1 : Lσ20 g2 : . . . : Lσ2n g2 : . . . : Lσr0 gr : . . . : Lσrn gr]

since Lσi0 gi = L0g1, and we are just duplicating the first coordinate of each block.
Since by definition Ψσi(T )t = Lσi · T t, then

Q = (giΨ
σi)t = Lσi(gi · T )t

where the super-index t denotes the transpose of the matrix. Finally observe that the parametrization
provided by the right side of the formula above is just a re-ordering of the coordinates of P . Thus,
W is linearly isomorphic to the projective closure of Ultra(Ψ). �

Remark 2.3. The center of the blowup, i.e. the variety defined by the ideal I , is

Z =
⋃

Lσi 6=Lσj
{Lσi0 = L

σj
0 = 0}.

If L0 does not have coefficients in K, then the ultraquadric is not a linear variety.

Corollary 2.4.
(1) U(Ψ) is an isomorphism of Pn(F) \ Z onto its image. In particular, the affine part of

Ultra(Ψ) is always smooth.
(2) Let r ≤ n and let Lσ10 , . . . , L

σr
0 be hyperplanes in general position in Pn(F). Then, the

ultraquadric Ultra(Ψ) is (linearly isomorphic to) a toric variety.

In some applications it is interesting to restrict to real-complex case and surfaces, see for instance
[3]. Hence, we take now a closer look to the case of algebraic extensions of degree r = 2 and
automorphisms of P2(F). Next result describes in this context the intersection of ultraquadrics with
the hyperplane at infinity (cf. [4] for the hypercircle case).

Corollary 2.5. Let r = 2, Φ = [L0 : L1 : L2] ∈ PGLL(2), let x2 + ax + b be the minimal
polynomial of α over K.

(1) If the primitive part of L0 is in K[s, t], then Ultra(Ψ) is a plane.
(2) If the primitive part of L0 is in L[s, t] \ K[s, t], then Ultra(Ψ) is linearly isomorphic to a

blowup of the plane at a point. In particular, it is smooth.
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Moreover, let {L0 = 0} and {Lσ0 = 0} be the lines defined, respectively, by the denominator and by
its conjugate, let p = {L0 = Lσ0 = 0} be the intersection point. Then, the intersection of Ultra(Ψ)
with the hyperplane at infinity consists in three lines L, Lσ, E. Furthermore:

(1) Ultra(Ψ) is the blowup of the plane at p.
(2) L does not depend on Ψ (and hence neither does Lσ), it only depends on the minimal

polynomial of α. In fact L = V ({x0, 2x1 − (2α+ a)x2, 2x3 − (2α+ a)x4}).
(3) q = [0 : (α + a/2)L1(p) : L1(p), (α + a/2)L2(p) : L2(p)] ∈ L is such that L \ {q}

corresponds, by the parametrization, to {L0 = 0} \ {p}.
(4) E = 〈q, qσ〉, the line through q and qσ, is the exceptional divisor of the blowup.

Example 2.6. Consider the extension R ⊆ R(i) = C and the automorphism of the plane given by
L(t0 : t1 : t2) = (t1 + it2, t0, t1). Then L0 = {t1 + it2 = 0}, Lσ0 = {t1 − it2 = 0}. The center
of the blowup is the origin (1 : 0 : 0). Ultra(L) = V (x2x3 − x1x4, x3 − x23 − x24, x1 − x1x3 −
x2x4) ⊆ C5. The projectivization of Ultra(L) intersects the hyperplane at infinity at the three lines
L = V (x0, x1 − ix2, x3 − ix4), Lσ = V (x0, x1 + ix2, x3 + ix4) and E = V (x0, x3, x4). In this
case q = (0 : i : 1 : 0 : 0). This information suggests to parametrize the ultraquadric by intersecting
it with the pencils of hyperplanes x1 + ix2 = t, x3 + ix4 = s, yielding the parametrization
x1 = st/(2s− 1), x2 = (s− 1)t/(2is− i), x3 = s2/(2s− 1), x4 = (−is2 + is)/(2is− 1).
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FAMILIES OF NUMERICAL SEMIGROUPS: FROBENIUS PSEUDO-VARIETIES AND
TREES ASSOCIATED TO THEM

AURELIANO M. ROBLES-PÉREZ AND JOSÉ CARLOS ROSALES

ABSTRACT. In order to collect common properties of several families of numerical semigroups, the
concept of Frobenius pseudo-variety is introduced. Moreover, we study the tree structure that arise
with it.

1. INTRODUCTION: SOME RESULTS ON NUMERICAL SEMIGROUPS

Let Z and N be the sets of integers and non-negative integers, respectively. A submonoid of N is
a set M ⊆ N that contains the zero element and is closed under addition. A numerical semigroup
is a submonoid S of N such that N \ S is finite. Notable elements of a numerical semigroup S
are F(S) = max(Z \ S) (Frobenius number of S), g(S) = ](N \ S) (genus of S), and m(S) =
min(S \ {0}) (multiplicity of S). (As usual, ]A denotes the cardinality of A.)

Remark 1.1. The content of this section can be seen (or easily deduced from the results that appear)
in [4] and the references therein.

Given a non-empty set A ⊆ N, the submonoid of N generated by A is the set

〈A〉 = {λ1a1 + · · ·+ λnan | n ∈ N \ {0}, a1, . . . , an ∈ A, λ1, . . . , λn ∈ N}.
If this is the case, we say that A is a system of generators of M . Moreover, if M 6= 〈B〉 for every
B  A, then A is a minimal system of generators of M . It is well known that every submonoid of
N has a unique minimal system of generators, which in addition is finite. On the other hand, 〈A〉 is
a numerical semigroup if and only if gcd(A) = 1.

If X is the minimal system of generators of a numerical semigroup S, then e(S) = ]X is the
embedding dimension of S. It is easy to see that e(S) ≤ m(S). In particular, if e(S) = m(S), then
we say that S has maximal embedding dimension (see [5]).

It is well known that, if S, T are numerical semigroups (with S 6= N), then S ∪ {F(S)} and
S ∩ T are numerical semigroups too. Moreover, we have the following result.

Theorem 1.2. Let S, T be numerical semigroups and let A = {a1, . . . , an} be the minimal system
of generators of S. Then S = T ∪ {F(T )} if and only if T = S \ {ai}, where ai is a minimal
generator of S such that ai > F(S). Moreover, if this is the case, then F(S) < F(T ) = ai and
g(T ) = g(S) + 1.

A (directed) graph G is a pair (V,E), where V is a non-empty set and E is a subset of {(v, w) ∈
V ×V | v 6= w}. The elements of V are called vertices of G and the elements of E are called edges
of G. A path (of length n) connecting the vertices x and y of G is a sequence of different edges

Both of the authors are supported by FQM-343 (Junta de Andalucía), MTM2010-15595 (MICINN, Spain), and
FEDER funds. The second author is also partially supported by Junta de Andalucía/Feder Grant Number FQM-5849.
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of the form (v0, v1), (v1, v2), . . . , (vn−1, vn) such that v0 = x and vn = y. A graph G is a tree if
there exist a vertex r (known as the root of G) such that, for every other vertex x of G, there exists
a unique path connecting x and r. If (x, y) is an edge of the tree, then we say that x is a child of y.

Let S be the set formed by all numerical semigroups. Theorem 1.2 allows us to build the tree
associated to S , which we denote by G(S). In this tree, the vertices are the elements of S (that is,
the numerical semigroups), (T, S) is an edge if S = T ∪ {F(T )}, and N is the root. On the other
hand, if S is a numerical semigroup, then the unique path connecting S with N is given by (the
chain of numerical semigroups associated to S) C(S) = {S0  S1  · · ·  Sn}, where S0 = S,
Si+1 = Si ∪ {F(Si)}, for all i < n, and Sn = N.

The next result (see [4, Prop. 7.1]) follows from Theorem 1.2 and the previous paragraph.

Proposition 1.3. The graph G(S) is a tree with root equal to N. Moreover, the children of S ∈ S
are S \ {a1}, . . . , S \ {ar}, where a1, . . . , ar are the minimal generators of S that are greater than
F(S).

2. FROBENIUS VARIETIES

For certain families of numerical semigroups we can observe a similar behaviour to that described
in the previous section. For example (see [4]), we have the family of Arf numerical semigroups,
the family of saturated numerical semigroups, the family of numerical semigroups having a Toms
decomposition, and the family of numerical semigroups defined by a strongly admissible linear
homogeneous pattern. This observation led to introduce, in [3], the concept of (Frobenius) variety.

Definition 2.1. A variety is a non-empty family V of numerical semigroups that fulfills the follow-
ing conditions,

(1) if S, T ∈ V , then S ∩ T ∈ V;
(2) if S ∈ V and S 6= N, then S ∪ {F(S)} ∈ V .

Since the intersection of varieties is another variety, we can define the variety generated by a
family of numerical semigroups F (denoted by F(F)) as the intersection of all varieties containing
F . Let us observe that F(F) is the smallest, with respect to the inclusion order, variety containing
F .

In [3] was shown that several facts, that hold for the above mentioned families (and, as we have
said before, that generalize the situation of Section 1), are also satisfied in any variety. Nevertheless,
there exist outstanding families that are not varieties, but that preserve such behaviour. For example,
the family of numerical semigroups with maximal embedding dimension and multiplicity m is not
a variety (see [5]), but satisfies several properties of such families. In order to study this class
of numerical semigroups, recently (see [1]) have been introduced the non-homogeneous patterns
and, moreover, have been defined the non-homogeneous Frobenius varieties of multiplicity m (or
m-varieties for short).

3. FROBENIUS PSEUDO-VARIETIES

In order to study families of numerical semigroups that are not varieties, in [2] (see this reference
for a detailed development of this section), we introduced the next concept.

Definition 3.1. A (Frobenius) pseudo-variety is a non-empty family P of numerical semigroups
that fulfills the following conditions,
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(1) P has a maximum element max(P) (with respect to the inclusion order);
(2) if S, T ∈ P , then S ∩ T ∈ P;
(3) if S ∈ P and S 6= max(P), then S ∪ {F(S)} ∈ P .

Remark 3.2. Observe that, in [1], the maximum element of an m-varietyM is the numerical semi-
group {0,m,→} = {0,m} ∪ {z ∈ N | z > m} and the multiplicity of all numerical semigroups,
that belong toM, is equal to m. We have removed these restrictions.

3.1. Pseudo-varieties and varieties. From the definitions, it is clear that every variety is a pseudo-
variety. However, there are pseudo-varieties that are not varieties. For example, if S is a numerical
semigroup different from N, then {S} is a pseudo-variety but not a variety.

It is clear that, if P is a pseudo-variety, then P is a variety if and only if N ∈ P . Furthermore, if
P is a family of numerical semigroups with maximum ∆, then P is a pseudo-variety if and only if
P ∪ C(∆) is a variety.

On the other hand, if P is a pseudo-variety and S ∈ P , then max(P) ∈ C(S). Moreover, if
S1, S2,∆ are numerical semigroups such that ∆ ∈ C(S1) ∩ C(S2), then ∆ ∈ C(S1 ∩ S2).

The previous comments allow us to establish the following result.

Theorem 3.3. Let V be a variety and let ∆ be a numerical semigroup such that ∆ ∈ V . Then
D(V,∆) = {S ∈ V | ∆ ∈ C(S)} is a pseudo-variety. Moreover, every pseudo-variety can be
obtained in this way.

Remark 3.4. If we take max(P) = N in Subsections 3.3 and 3.4, then we recover analogous results
for varieties that were shown in [3].

3.2. Examples of pseudo-varieties. Letm ∈ N\{0}. Let S(m) be the set formed by all numerical
semigroups that have multiplicitym. It is clear that the family S(m) is a pseudo-variety. In the same
line, the family of all numerical semigroups with maximal embedding dimension and multiplicity
m is another pseudo-variety. We must observe that the family of all numerical semigroups with
maximal embedding dimension is not a pseudo-variety.

In general, the intersection of pseudo-varieties is not a pseudo-variety. For example, if S1, S2
are different numerical semigroups, then P1 = {S1} and P2 = {S2} are pseudo-varieties, but not
P1 ∩P2 = {∅}. In spite of all, we can define the pseudo-variety generated by a family of numerical
semigroups F (denoted by p(F)) as the intersection of all pseudo-varieties containing F . In fact,
p(F) is the intersection of all pseudo-varieties that contain F and whose maximum is Θ(F), where
Θ(F) is the numerical semigroup min

(⋂
S∈F C(S)

)
.

3.3. P-monoids. Let P be a pseudo-variety. We say that a submonoid M of N is a P-monoid
if it can be expressed as an intersection of elements of P . It is obvious that the intersection of
P-monoids is a P-monoid.

If A ⊆ max(P), we define the P-monoid generated by A, denoted by P(A), as the intersection
of all the P-monoids containing A (or, equivalently, the intersection of all elements of P containing
A). We have that P(A) is the smallest (with respect to the inclusion order) P-monoid containing A.

If M = P(A), then we say that A is a P-system of generators of M . In addition, if M 6= P(B)
for every B  A, then A is a minimal P-system of generators of M .

Theorem 3.5. Every P-monoid has a unique minimal P-system of generators. Additionally, such a
P-system is finite.
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3.4. The tree associated to a pseudo-variety. For a pseudo-variety P , we define the graph G(P)
in the following way,

• the set of vertices of G(P) is P;
• (S, S′) ∈ P × P is an edge of G(P) if and only if S′ = S ∪ {F(S)}.

If S ∈ P , then we can define recursively the sequence,
• S0 = S,
• if Si 6= max(P), then Si+1 = Si ∪ {F(Si)}.

We have that CP(S) = {S0  S1  · · ·  Sn} (where Sn = max(P)) is precisely the unique path
connecting S with max(P).

Observe that we can construct recursively G(P) from max(P). Indeed, it is sufficient to know
how to compute the children of each vertex S. Let T a child of S in G(P), that is, S = T ∪{F(T )}
or, equivalently, T = S \{F(T )}. Thereby, there exists an integer x > F(S) such that T = S \{x}.
On the other hand, if M is a P-monoid and x ∈ M , then M \ {x} is a P-monoid if and only if x
belongs to the minimal P-system of generators of M . Thus, we can show the next result (that it is
analogue to Proposition 1.3).

Theorem 3.6. The graph G(P) is a tree with root equal to max(P). Moreover, the children of a
vertex S ∈ P are S\{x1}, . . . , S\{xr}, where x1, . . . , xr are the elements of the minimalP-system
of generators of S that are greater than F(S).

Remark 3.7. Theorem 3.6 can be used to describe and enumerate the members of families of numer-
ical semigroups having certain properties (that lead to the pseudo-variety structure). For example,
we have that, if S′ is a child of S in G(P), then F(S′) > F(S) and g(S′) = g(S) + 1. There-
fore, we get numerical semigroups with greater Frobenius number and genus when we go on along
the branches of the tree. Thus, we can use this construction in order to obtain all the numerical
semigroups, in the pseudo-variety P , with a given Frobenius number or genus.
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POMMARET-SEILER RESOLUTION IS CELLULAR

EDUARDO SÁENZ-DE-CABEZÓN

ABSTRACT. We show that the Pommaret-Seiler resolution for quasi-stable ideals has a cellular struc-
ture that generalizes that of the Eliahou-Kervaire resolution for stable ideals. This structure suggests
an algorithms for the construction and minimization of the resolution.

A Pommaret basis of a polynomial submoduleM is one kind of involutive basis that has certain
features which help the description of the structure ofM. Any polynomial submodule has, after an
appropriate change of coordinates when necessary, such a basis. IfM is a monomial ideal I then a
change of coordinates may change its monomiality, so there are certain monomial ideals that have
a finite Pommaret basis, we call these ideals quasi-stable. Quasi-stable ideals can be characterised
in several ways [14] having different names, such as ideals of nested type [2], ideals of Borel type
[9] or weakly stable ideals [4]. They can be seen as a generalization of stable ideals. Stable and
quasi-stable ideals appear in different contexts, both computational and theoretical, in particular
in relation to generic initial ideals. In [14] Seiler constructs a (nonminimal) free resolution for
quasi-stable ideals based on Pommaret bases. That resolution can be seen as a generalization of the
famous explicit minimal resolution that Eliahou and Kervaire constructed in [7] for stable monomial
ideals. Eliahou and Kervaire’s resolution has certain features that allow us to consider it as part of
a general framework. Particularly important are the facts that it arises as a cone resolution [5, 11]
and that it has a cellular structure [13]. In [1] the authors show that Pommaret-Seiler resolution
also arises as a cone resolution. We proof here that this resolution has also a cellular structure,
hence showing that Pommaret-Seiler resolution is in fact a generalization of Eliahou and Kervaire’s
in a deep sense and can also be studied in a general framework within the theory of monomial
resolutions. The cellular structure of the Pommaret-Seiler resolution suggests an algorithm for its
construction and minimization. This algorithm is based on the monomial completion algorithm in
[14] and the construction of a topological sorting on the graph associated to the Pommaret basis of
the ideal.

1. POMMARET-SEILER RESOLUTION

Let P = k[x1, . . . , xn]. Any polynomial submodule ofM⊆ Pm has a Pommaret basis, and this
defines a resolution ofM, which we call Pommaret-Seiler resolution [14]:

Theorem 1.1 (Th. 6.1 in [14]). Let H be a Pommaret basis of the polynomial submodule M ⊆
Pm. If we denote by β(k)

0 the number of generators h ∈ H such that the class of their leading
term cls(le<h) = k and set d = min{k|β(k)

0 > 0}, then M possesses a finite free resolution
0 −→ Ptn−d −→ · · · −→ Pt0 −→ M −→ 0 where the rank of the modules are given by
ti =

∑n−i
k=1

(
n−k
i

)
β

(k)
0

This resolution can be explicitly written as a complex. In the case of monomial ideals the ex-
pression for the differential is particularly compact. Let I be a quasi-stable monomial ideal and
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H = {h1, . . . , hs} its Pommaret basis. For each hα ∈ H and any non-multiplicative variable
xk ∈ X̄P (hα) there exists a unique index ∆(α, k) and a unique term tα;k ∈ k[XP (h∆(α;k))] such
that xkhα = tα;kh∆(α;k). With this notation we have the following expression for the diferential of
the Pommaret-Seiler resolution of I:

δ(wα ⊗ vk) =
i∑

j=1

(−1)i−j(xkjwα − tα,jw∆(α,kj))⊗ vkj

The generators of H can be organized as a directed acyclic graph, the P -graph of I . Despite not
being minimal in general, one can immediately read off the Pommaret-Seiler resolution, without
further computations, several important invariants of I . Pommaret-Seiler resolution is minimal
iff I is stable, and then it coincides with the Eliahou-Kervaire resolution so it is a generalization.
One can ask whether this generalization applies also in a deeper sense i.e. if important features
of Eliahou-Kervaire resolution are also applied to Pommaret-Seiler. One such feature is the fact
that the Eliahou-Kervaire resolution arises as a mapping cone resolution. This was proven in [5].
Herzog and Takayama describe study mapping cone resolutions in [11] and give a closed form
for their differentials in the case that the ideal has linear quotients and a regular decomposition
function. This good class of mapping cone resolutions are called resolutions of Herzog-Takayama
type. Eliahou-Kervaire resolution is of Herzog-Takayama type [11].

In Theorem 7.4 in [1] the authors show that Pommaret-Seiler resolution arises also as a cone
resolution. We will show now that any quasi-stable ideal I has linear quotients with respect to its
Pommaret basisH and that a generalization of the index ∆(α, k) described above provides a regular
decomposition function. This implies that Pommaret-Seiler resolution is of Herzog-Takayama type.

Let I be a quasi-stable monomial ideal. Denote by M(I) the set of monomials in I , G(I) the set
of minimal generators of I and H(I) the Pommaret basis of I whose elements are ordered by a P -
ordering. Letm ∈M(I) be a monomial in I . We set ∆(m) = hj if j is the largest element ofH(I)
such that m = tmhj where tm ∈ k[X (hj)]. Observe that ∆(hixj) = ∆(i, k) and m

∆(i,k) = tα,k.

Lemma 1.2 (cf [10]). Let I be a quasi-stable ideal and H = {h1, . . . , hs} its Pommaret basis.
Then I has linear quotients with respect toH. In particular, 〈hk+1, . . . , hs〉 : hk = 〈X̄ (hk)〉 for all
k.

Definition 1.3 (cf. [11]). For any mj ∈ G(I) = {m1, . . . ,mr} we define set(mj) = {i ∈
[n]|xi ∈ 〈m1, . . . ,mj−1〉 : mj} A decomposition function with respect to G(I) is an assignment
b : M(I) → G(I) satifying that ∀m ∈ M(I) we have that m = b(m)c(m) with set(b(m)) ∩
supp(c(m)) = ∅
Lemma 1.4. ∆(m) : M(I)→ G(I) is a regular decomposition function for I with respect toH.

Proof. It is clear that m
∆(m) is by definition made of multiplicative variables for ∆(m) and on the

othe hand set(∆(m)) is exactly the set of nonmultiplicative variables for ∆(m), hence set(∆(m))∩
supp( m

∆(m)) = ∅. �

Now using lemmas 1.2 and 1.4 we have from Theorem 1.12 in [11] (Theorem 2.6 in [6]) that the
mapping cone resolution of I is of Herzog-Takayama type and its differential is

∂(m,α) =
∑

ji∈α
(−1)ixji(m;α− ji)−

∑

ji∈α
(−1)i

xji
∆(xjim)

(∆(xjim);α− ji)
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Wich up to notation is exactly the differential of the Pommaret-Seiler resolution. Hence the Pommaret-
Seiler resolution is of Herzog-Takayama type. Observe that this is in particular a simpler way to
proof that Seiler-Pommaret resolution arises as a mapping cone.

2. THE CELLULAR STRUCTURE OF POMMARET-SEILER RESOLUTION

J. Mermin gives in [13] a cellular structure [3] for the Eliahou-Kervaire resolution. In [8] and [6]
the authors give cellular structure to resolutions of Herzog-Takayama type. The cellular structure is
based in the sets ch(m,α, σ) = conv(m,∆(xσ1m), . . . ,∆(xσp ..xσ1m)), where σ is a permutation
of α, conv is the convex hull and ∆(xσ2xσ1m) is a shorthand for ∆(xσ2∆(xσ1m)) and so on. Using
these sets we describe the cellular structure of the Pommaret-Seiler resolution as given by the cells

U(m,α) =
⋃

σ permutation of α
ch(m,α, σ) = ch(m, set(m))

The differential for this structure is induced by the differential in the Pommaret-Seiler resolution.
With this cellular construction we have that

Theorem 2.1. If I is a quasi-stable ideal then the Pommaret-Seiler resolution of I is cellular and
supported on a regular CW -complex.

3. ALGORITHMS

The fact that the Pommaret-Seiler resolution I is cellular and that its cellular structure can be
obtained directly from the P -ordered Pommaret basis of I suggests an algorithm for the construction
of the resolution based on the construction of the P -graph of I . The algorithm we propose has three
steps: 1) Construct the P -graph of I , by a transformation of the monomial completion algorithm
in [14]. 2) Provide the P -graph of I with a valid P -order. 3) Output the data in the P -graph as a
resolution or CW -complex following the constructed P -order.

Algorithm 2 in [14] completes any finite set of monomials to the Pommaret basis of the ideal
containing these monomials. We can transform this algorithm so that we construct the P -graph
of I at the same time as we construct its Pommaret basis. This is done via book-keeping of the
involutive divisors used when rejecting candidates of nonmultiplicative products of the elements
of the provisional basis in step 3 of that algorithm, i.e. the step in which the provisional basis is
(eventually) increased. This book-keeping in fact stores the new edges that we add to the P -graph
in each step. The vertices are just the generators of the Pommaret basis that we are constructing.
Once the P -graph is constructed (which is unique for each quasi-stable ideal) we can obtain a
cellular structure for the Pommaret-Seiler resolution just by giving a topological order in P . This
is no longer unique, so that we have several possibilities for the cellular structure, cf. [6]. The
construction of a topological order in a directed acyclic graph G = (V,E) is linear in |V | + |E|,
see [12]. So this step can be considered as a post-processing of the construction of the P -graph.
Finally, the last step of the algorithm is linear on the size of the resolution. It is a rewriting of the
data in the topologically sorted P -graph.

Since the Pommaret resolution is supported on a CW -complex, we can adapt standard reduction
techniques or discrete Morse theory to minimize it and obtain the minimal free resolution for this
kind of ideals.
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A CRITICAL SET OF REVOLUTION SURFACE PARAMETRIZATIONS

J. RAFAEL SENDRA, DAVID SEVILLA, AND CARLOS VILLARINO

ABSTRACT. Given the classical rational parametrization of a surface of revolution, generated by
rotating a rational curve around the z-axis, we determine a superset containing all the possible points
of the surface non-reachable by the parametrization; that is a critical set of the parametrization.

1. INTRODUCTION

In some applications of algebraic surfaces, the use of their rational parametric forms to solve
certain problems is only meaningful when certain properties are satisfied. For example, in order to
intersect two surfaces, one given by its implicit equation and the other by a rational parametrization,
substitution of the latter into the former will not provide all the points in the intersection if the
parametrization is not surjective (or normal as called in this context [2, 3, 5]) and any point outside
its image happens to lie in the intersection.

The problem of deciding whether a given surface parametrization is normal can be solved com-
putationally by applying elimination techniques, but this is in general hindered by efficiency issues.
On the other hand, for certain types of surfaces it is indeed possible to characterize the set of missing
points; in particular, one can compute a critical set, that is, a proper closed subset of the surface that
contains them. This problem has been analyzed by the authors in [7] and [6] for ruled surfaces and
for parametrizations without projective base points. This article solves the problem for surfaces of
revolution.

As we show later, the critical set that we calculate is parametrizable (it is a union of lines, cir-
cles, and possibly a point), so the algebraic surface can be covered by a union of finitely many
parametrizations: the initial two-dimensional and several one-dimensional ones.

In the sequel, let C be a rational curve (called rotation curve) in the (y, z)-plane parametrized by
r(t) = (0, p(t), q(t)), where p(t), q(t) ∈ C(t). Also let S be the surface of revolution generated
by rotating C around the z-axis. For simplicity in the exposition we will assume that C is not a line
parallel to the y axis, and hence S is not a plane. The classical parametrization of S, obtained from
r(t), is

P(s, t) =
(

2s

1 + s2
p(t),

1− s2
1 + s2

p(t), q(t)

)
.

We denote any critical set of P by Crit(P).
A complete version of this extended abstract will be submitted to a journal.

2. MAIN RESULT

Let P(s, t), C and S be as in Section 1. Let f(y, z) be the defining polynomial of the rotation
curve C. In [4] a description of the defining polynomial of S is given in terms of f . Collecting terms
of odd and even degree in y we can write f(y, z) as f(y, z) = A(y2, z) + yB(y2, z).
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The implicit equation of S depends on whether B is zero or not (i.e. f is symmetric with respect
to the z-axis or not):

• F (x, y, z) = A(x2 + y2, z) in case that B = 0.
• F (x, y, z) = A2(x2 + y2, z)− (x2 + y2)B2(x2 + y2, z) in other case.

We consider now the rational curve Cs (called mirror curve of C) defined as

Cs = {(0,−y, z) ∈ C3 / (0, y, z) ∈ C}.
Its implicit equation is 0 = g(y, z) = f(−y, z) and it is parametrized as γ(s) = (0,−p(s), q(s)).
When C is not symmetric with respect to the z-axis, Cs is not reachable by P as we will see.

We represent by Cα,c the circle of radius α in the plane z = c centered at (0, 0, c):

Cα,c = {(x, y, z) ∈ C3 / x2 + y2 = α2, z = c}.
In the next lemma we study the level curves of S.

Lemma 2.1. The intersection of S with the plane z = c is either empty, or a finite union of circles
Cα,c with α 6= 0, or the pair of lines {x ± i y = 0, z = c}. Moreover, if (x0, y0, z0) ∈ S where
x20 + y20 = α2 6= 0, then Cα,z0 ⊂ S.

When a point P ∈ C rotates around the z-axis it generates a circle in S except when P belongs
to the rotation axis. In the following lemmas we analyze these cases.

Lemma 2.2. Let P = r(t0) = (0, p(t0), q(t0)) with p(t0) 6= 0, i.e. P ∈ C is reachable by r(t)
and is not on the revolution axis. Then Cp(t0),q(t0), obtained by rotating P around the z-axis, is
reachable by P , except possibly the symmetric point Ps = (0,−p(t0), q(t0)) ∈ Cs.
Lemma 2.3. The following statements are equivalent:

(1) (0, 0, z0) ∈ C,
(2) S contains the lines {x± i y = 0, z = z0}.

Moreover,
(i) If (0, 0, z0) ∈ C, the lines {x ± i y = 0, z = z0} are not reachable by P , except possibly

the point (0, 0, z0).
(ii) If (x0, y0, z0) ∈ S with x20 + y20 = 0, then (0, 0, z0) ∈ C.

(iii) If (x0, y0, z0) ∈ S with x20 + y20 = 0, then {x± i y = 0, z = z0} ⊂ S.

Lemma 2.4. Let (x0, y0, z0) ∈ S . Then P+ = (0,
√
x20 + y20, c) or P− = (0,−

√
x20 + y20, c)

belongs to C.

Lemma 2.5. Let Cα,c ⊂ S , with α 6= 0, and let P1 = (0, α, c), P2 = (0,−α, c). The following
statements are equivalent:

(1) Cα,c contains at least one point reachable by P .
(2) Cα,c is reachable by P except, at most, one of the points Pi.
(3) One of the points Pi is reachable by r(t).

The next theorem describes a critical set of the surface S. This description is general; neverthe-
less, as we will see in the proof, in some situations the critical set can be optimized (see Remark
2.7). We speak about the critical point of the curve parametrization r(t) in the sense of [5]: the only
point on the Zariski closed curve that might not be reachable by r(t).
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Theorem 2.6. A critical set for P is

Crit(P) =
k⋃

i=1

{x± i y = 0, z = λi} ∪ Cs ∪ Cρ,c where

• C ∩ {x = y = 0} = {(0, 0, λi)}i=1,...,k,
• P ∗ = (0, ρ, c), with ρ 6= 0, is the critical point of the parametrization r(t).

Proof. Let N = (x0, y0, z0) ∈ S r P(C2). If x20 + y20 = 0, by Lemma 2.3, N ∈ {x ± i y =
0, z = z0} ⊂ Crit(P). Let x20 + y20 = α2 6= 0. By Lemma 2.1, Cα,z0 ⊂ S , and by Lemma 2.4
P+ = (0, α, z0) or P− = (0,−α, z0) belongs to C. We now distinguish two cases:

(1) Assume P± ∈ C. Note that, by [5, Theorem 2], al least one of them is reachable by r(t),
and hence by P(s, t). Assume w.l.o.g. that P+ is reachable by r(t). By Lemma 2.5, Cα,z0 is
reachable by P with the possible exception of P−. SinceN ∈ Cα,z0 and it is non-reachable,
then P− = N . Moreover, P ∗ = P−. Thus, N ∈ Cs ⊂ Crit(P).

(2) Assume either P+ or P− belong to C. Assume also w.l.o.g. that P+ ∈ C:
(a) If P+ = r(t0), by Lemma 2.2, Cα,z0 is reachable except at P− = N . So, N ∈ Cs ⊂

Crit(P).
(b) If P+ is not reachable by r(t), by Lemma 2.5, N ∈ Cα,z0 ⊂ Crit(P). �

Remark 2.7. Taking into account the reasoning in the last proof, we derive the following process to
optimize the critical set.

(1) Let Crit(P) = ∅.
(2) Compute the intersections of C with the z-axis. If C ∩ {x = y = 0} = {(0, 0, λi)}i=1,...,k

then include
⋃k
i=1{x± i y = 0, z = λi} in Crit(P).

(3) Check whether C is symmetric with respect to the z-axis.
(a) If C is symmetric check whether r(t) is normal. If r(t) is normal then RETURN

Crit(P), else include the missing point of r(t) in Crit(P) and RETURN Crit(P).
(b) If C is not symmetric then include Cs in Crit(P) and check whether r(t) is normal. If

r(t) is normal then RETURN Crit(P), else
(i) compute the missing point (0, a, b) of r(t) and if a = 0 then RETURN Crit(P),

(ii) if (0,−a, b) ∈ C then RETURN Crit(P), else include Ca,b in Crit(P) and RE-
TURN Crit(P).

Remark 2.8. To check the normality of r(t) one can apply Theorem 2 in [5]. To check symmetry one
can use the ideas in [1] or compute the implicit equation f(y, z) of C and check whether f(−y, z) =
f(y, z).

3. EXAMPLES

We illustrate our results with two examples.

Example 3.1. The pear–shaped curve C given by x = z2 − y3(1− y) = 0 is parametrized as

r(t) = (0, p(t), q(t)) =

(
0,

16t2 + 8t+ 1

17t2 + 32t+ 145
,− 64t4 + 816t3 + 588t2 + 145t+ 12

289t4 + 1088t3 + 5954t2 + 9280t+ 21025

)
.
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It holds that C ∩ {x = y = 0} = {(0, 0, 0)}, C is not symmetric with respect to the z-axis, and r(t)
is not normal (the point

(
0, 1617 ,− 64

289

)
is not reachable). Taking into account Remark 2.7, a critical

set for the usual parametrization of the revolution surface generated by r(t) is

Crit(P) = {x± i y = 0, z = 0} ∪ Cs ∪ C 16
17
,− 64

284
.

On the other hand we can rotate C around the y-axis; for simplicity, consider the curve obtained
by rotating C an angle π/2 in the yz-plane. The new curve, of shape similar to that of C, has
equations {x = 0, y2 = z3(1 − z)}, and can be parametrized as r(t) = (0, q(t), p(t)). In this case
C ∩ {x = y = 0} = {(0, 0, 0), (0, 0, 1)}, C is symmetric with respect to the z-axis, and r(t) is not
normal, being

(
0,− 64

289 ,
16
17

)
its non-reachable point. Then

Crit(P) = {x± i y = 0, z = 0} ∪ {x± i y = 0, z = 1} ∪
{(

0,− 64

289
,
16

17

)}
.

Example 3.2. Kulp’s quartic C has equations {x = 0, y2(1 + z2) = 1} and parametrization

r(t) =

(
0,−3t2 + 4t+ 1

5t2 + 4t+ 1
,
2(2t+ 1)t

3t2 + 4t+ 1

)
.

In this case C ∩ {x = y = 0} = {∅}, C is symmetric with respect to the z-axis, and r(t) is not
normal (the point

(
0,−3

5 ,
4
3

)
is not reachable). Then Crit(P) =

{(
0,−3

5 ,
4
3

)}
.
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PERTURBATION RESULTS ON POLYNOMIALS ZERO-LOCI

MARIA-LAURA TORRENTE

ABSTRACT. Let f , g be complex multivariate polynomials. We bound the euclidean distance of
points belonging to the zero-loci of f and g in terms of the Bombieri norm ‖f − g‖.

INTRODUCTION

We address the problem of evaluating how much the zero-locus of a multivariate complex poly-
nomial varies, if some perturbation on the polynomial coefficients is permitted. Our main result
(see Theorem 2.2) is local and is a generalization of the paper [1], where the univariate case is con-
sidered. The proof makes is based on Walsh Contraction Principle (see Proposition 2.1) and makes
use of Bombieri’s scalar product properties. We highlight here our work, omitting the proofs due to
length reasons. Having in mind applications, the study of the problem over the reals seems to be a
case of relevant interest. This is an ongoing research joint with M. C. Beltrametti.

1. BOMBIERI–WEYL’S NORM

We let x1, . . . , xn be indeterminates. The multivariate polynomial ring with complex coefficients
C[x1, . . . , xn] is denoted by P . We choose a new indeterminate x0, also called homogenizing inde-
terminate, and denote the polynomial ring C[x0, x1, . . . , xn] by P .

The homogenization and dehomogenization of a polynomial meet some properties for which
we refer to [7, Definition 4.3.1 and Proposition 4.3.2]. Let f be a polynomial of P and let F
be a homogeneous polynomial of P . Let f = fd + . . . + f0 be the decomposition of f into its
homogeneous components, where each fi ∈ P is homogeneous of degree i. The homogenization
of f with respect to x0 is the polynomial fhom = fd + x0fd−1 + . . . + xd0f0 ∈ P . For the zero
polynomial, we set 0hom = 0. The dehomogenization of F w.r.t. x0 is the polynomial F deh =
F (1, x1, . . . , xn) ∈ P .

Given α = (α0, . . . , αn) ∈ Nn+1, we denote by |α| the number α0 + . . . + αn and by α! the
number α0! . . . αn!.

Definition 1.1. (See [3]) Let F =
∑
|α|=d cαx

α0
0 . . . xαn

n be a degree d homogeneous polynomial
of P and let f be a degree d polynomial of P .

a) The Bombieri norm of F is defined as

‖F‖(d) =


∑

|α|=d

α0! . . . αn!

d!
|cα|2




1/2

.

b) The Bombieri norm of f is defined as the Bombieri norm of the homogenization of f , that is,
‖f‖(d) = ‖fhom‖(d).
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The following scalar product, known as Bombieri’s scalar product, is canonically associated to
Bombieri’s norm (see [4]).

Definition 1.2. Let F =
∑
|α|=d cαx

α0
0 . . . xαn

n and G =
∑
|α|=d c

′
αx

α0
0 . . . xαn

n be homogeneous
polynomials of P of degree d, and let f , g be polynomials of P of degree d. Then:1

a) The Bombieri scalar product of F and G is defined as

(F,G)(d) =
∑

|α|=d

α0! . . . αn!

d!
cαc′α

b) The Bombieri scalar product of f and g is defined as the Bombieri scalar product of the
homogenization of f and g, that is, (f, g)(d) = (fhom, ghom)(d).

2. THE MAIN RESULT

Let us recall Walsh Contraction Principle (see [10], [2]), a result on the zeros of multivariate
symmetric polynomials which are linear with respect to each variable. We recall that, in Walsh’s
terminology, a (closed) circular region of the complex plane is either a (closed) disk, or a (closed)
half-plane, or the (closed) exterior of a disk.

Theorem 2.1. (Walsh’s Contraction Principle) Let f ∈ C[x1, . . . , xn] be a polynomial with the
following properties:

(1) f is linear w.r.t. each variable xi;
(2) f is symmetric w.r.t. the variables xi, that is, f(xσ(1), . . . , xσ(m)) = f(x1, . . . , xn) for each

order n permutation σ (equivalently, f is invariant under permutations of the variables xi).

Let D be a circular region of the complex plane, and assume that there are z1, . . . , zn ∈ D such
that f(z1, . . . , zn) = 0. Then there exists a point y ∈ D such that f(y, . . . , y) = 0.

Now, let f be a polynomial of P of degree d; following standard notation, we denote by Jacf =

( ∂f∂x1 , . . . ,
∂f
∂xn

) the Jacobian of f . Let g ∈ P be polynomial, with same degree d, slightly differing
from f , that is, such that ‖g − f‖ ≤ ε, for a given positive real number ε. Let p ∈ AnC be a point
of the zero-locus of f , that is, f(p) = 0. The following theorem provides a “local” estimate for the
difference between the zero-loci of f and g, that is, it gives a bound for the Euclidean norm ‖q−p‖2
in Cn, where q satisfies g(q) = 0. The proof, that we omit for length reasons, uses the properties of
Bombieri’s scalar product and Theorem 2.1.

Theorem 2.2. Let f and g be degree d polynomials of P and let p ∈ AnC be a non-singular point
of f = 0 such that Jacg(p) is a non-zero vector. Let ε be a positive real number, and suppose that
‖g − f‖ ≤ ε. Then there exists a point q ∈ AnC belonging to g = 0 such that

(1) ‖q − p‖2 ≤
d(1 + ‖p‖22)d/2
‖Jacg(p)‖1

ε.

1For simplicity, in the sequel, the subscript ·(d) used in Bombieri’s norm and in Bombieri’s scalar product will be
omitted; nevertheless, it should be clear that these quantities depend on the degree of the polynomials.
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Furthermore, if ε is small enough, namely if ε ≤ 1

2

‖Jacf (p)‖1
d(1 + ‖p‖22)

d−1
2

, then

(2) ‖q − p‖2 ≤
2d(1 + ‖p‖22)d/2
‖Jacf (p)‖1

ε.

Let us add a few comments. First, note that in the univariate case Theorem 2.2 gives back
Beauzamy’s results [1, Theorem 1]. Moreover, as in [1], estimates (1) and (2) of Theorem 2.2
are invariant under scalar multiplication. In fact, by multiplying the polynomials f and g by the
same non-zero constant λ, we observe that the quantities ε, ‖Jacg(p)‖1, and ‖Jacf (p)‖1 result in
a multiplication by λ, so inequalities (1) and (2) are not modified. Further, Theorem 2.2 applies
to non-singular points of f = 0: we plan to avoid this condition to get a “singular” version of the
result.

Example 2.3. In the affine plane A2
(x,y)(R) consider the two cubic curves of equations f = 0 and

g = 0, where f = x2 + y3 + y − 2 and g = x2 + 1.1y3 + 1.2y − 2.2 (see Figure 1). Note
that the coefficients of the polynomial g “slightly” differ from the corresponding coefficients of the
polynomial f , and this leads to consider the curve g = 0 as a “small” perturbation of the curve
f = 0. In order to quantify the size of the perturbation, we measure the difference between f and g
by computing the Bombieri norm ‖g − f‖ = 1

10

√
10/3 ≈ 0.18.

We consider two points of the curve f = 0, namely p1 = (0, 1) and p2 = (1, 0), and we compute
estimate (1) of Theorem 2.2 in both cases. In the first case, the value of the upper bound is equal
to 4
√

15/45 ≈ 0.34, whereas in the second case the value is
√

15/5 ≈ 0.77. These values provide
upper bounds to the roots differences ‖q−p1‖2 and ‖q−p2‖2, where q is a point of the curve g = 0.
We note that, for the point p1, the value ε = ‖g − f‖ ≈ 0.18 is small enough to get estimate (2). In
this case ‖q − p1‖2 is bounded by 2

√
15/5 ≈ 1.55.

-2,4 -2 -1,6 -1,2 -0,8 -0,4 0 0,4 0,8 1,2 1,6 2 2,4

-1,6

-1,2

-0,8

-0,4

0,4

0,8

1,2

1,6

FIGURE 1. The two curves f = 0 (black) and g = 0 (red).

3. PROBLEMS AND MOTIVATIONS

Let us briefly sketch how our results can be applied in a case of special interest, that is, the Hough
transform technique. The Hough transform is a pattern recognition technique for the automated
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recognition of curves in images (see, e.g., [5], [6] and [8] for full details). In this context, consider
a family F of real curves in the image plane A2

(x,y)(R) of equation

(3) fλ(x, y) =
d∑

i,j=0

xiyjgij(λ), i+ j ≤ d,

where fλ(x, y) ∈ R[x, y] is a degree d polynomial and λ := (λ1, . . . , λt) ∈ U ⊆ Rt, for some
euclidean open set U , is a tuple of independent parameters. The Hough transform Γp(F) of a point
p ∈ A2

(x,y)(R) with respect toF is the hypersurface in the affine parameter spaceRt whose equation
is obtained by evaluating (3) in p and letting λ vary.

The core of the recognition algorithm based on the Hough transforms is to count how many
hypersurfaces Γp(F) cross a given cell of a suitable discretization of the parameter space Rt. The
value λ of the center of the cell which counts the maximum number of crossings is then used to
construct and detect the recognized curve fλ(x, y) = 0 (see [9]). Since both the coordinates of the
points p and the values of the parameters λ are known up to a limited accuracy, a relevant issue is
to understand how the zero-loci of the polynomials Γp(F) and fλ(x, y) vary for small perturbations
of p and λ respectively. Clearly enough, Theorem 2.2 leads to think to some perturbation results to
be used to this end. On the other hand, this theorem is based on Walsh Contraction Principle which
does not hold over R. Motivated by the pattern recognition technique highlighted above, we aim to
find a “real” version of Theorem 2.2 holding true over the field R of the real numbers.
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RING STRUCTURE OF SPLINES ON TRIANGULATIONS

NELLY VILLAMIZAR

INTRODUCTION

For a triangulated region ∆ in R2, we consider the space Cr(∆) of piecewise polynomial func-
tions that are continuously differentiable of order r (Cr functions) on ∆. These functions are called
splines, and they have many practical applications including the finite element method for solving
differential equations. They are also very useful for modeling surfaces of arbitrary topology and are
a widely recognized tool in isogeometric analysis, and free-form representation in Computer Aided
Geometric Design.

Besides the interest that the space of splines has for applications, for every r ≥ 0, the set Cr(∆)
forms a ring under pointwise multiplication. It was proved that, as a ring, C0(∆) is a quotient of
the Stanley–Reisner ring A∆ of ∆ [2]. Since Cr+1(∆) ⊂ Cr(∆), this result implies that there is
a descending chain of subrings contained in A∆. We use a local characterization to study the ring
structure of those elements of the Stanley–Reisner ring which correspond to splines of higher-order
smoothness [6], we present some results, and a conjecture for the ring structure of splines on generic
triangulations.

1. STANLEY-REISNER RING ASSOCIATED TO A SPLINE SPACE

Throughout this notes ∆ will denote a simplicial complex supported on a simply connected
domain |∆| ⊂ R2, and by Crk(∆) we denote the space of Cr splines (for some integer r ≥ 0)
defined on ∆ of degree less than or equal to k. The dual graph G∆ associated to ∆ is the graph
with vertices corresponding to the 2-cells in ∆, and edges corresponding to adjacent pairs of 2-cells.
Thus, in our setting, G∆ will be connected and its number of cycles will depend on the number of
interior vertices of ∆.

For an edge τ , let Lτ ∈ R[x1, x2] be the linear polynomial vanishing on τ , and `τ ∈ R :=
R[x1, x2, x3] its homogenization. In [2], it was proved thatC0(∆) is isomorphic toA∆/

∑n
i=1 Yi−1

asR-algebras, whereA∆ := R[Y1, . . . , Yn]/I∆. The number of variables corresponds to the number
of vertices v1, . . . , vn (on the boundary and in the interior) of ∆, and I∆ is the ideal of nonfaces of
∆, which by definition, is the ideal generated by the square-free monomials corresponding to vertex
sets which are not faces of ∆, namely

I∆ = 〈Yi1 · · ·Yij : {vi1 , . . . , vij} /∈ ∆〉.
The key idea for this isomorphism is to view the variables of A∆ as Courant functions centered at
the corresponding vertex i.e., Yi(vj) = δij where δij is the Kronecker delta, i, j = 1, . . . , n.

Let us embed ∆ in the plane {x3 = 1} ⊂ R3, and form the cone ∆̂ over ∆ with vertex at the
origin, and consider the splinesCr(∆̂) defined on ∆̂. The Stanley–Reisner ringA∆̂ has one variable
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more than A∆, but since that additional variable corresponds to the vertex of the cone it does not
appear in any of the generators of I∆, hence

(1) C0(∆̂) ∼= A∆.

Viewing the variables of the (affine) Stanley–Reisner ring as Courant functions gives a geometric
picture of C0(∆); the homogenization allows to use tools from algebraic geometry for graded rings
for studying Cr(∆) [3–5]. Since there is a natural embedding

(2) Cr+1(∆̂) ↪→ Cr(∆̂)

for every r ≥ 0, the isomorphism (1) implies that there is a descending chain of subalgebras con-
tained in A∆, each corresponding to a subalgebra of splines of increasing orders of smoothness
[6].

2. LOCAL CHARACTERIZATION AND Cr-SPLINES

Let σ1 and σ2, as in Fig. 1, be two triangles which meet along an edge τ = σ1 ∩ σ2. Then,
if f, g are polynomials supported on (the homogenizations) σ̂1 and σ̂2 respectively, f and g meet
Cr smoothly if and only if `r+1

τ |(f − g) 1 [1]. This condition translates into a condition on the
polynomials in A∆ as follows, [6].

For each vertex vi in ∆ let us denote by (vi1, vi2) its coordinates. For a triangle σ = {vi, vj , vk},
let xσi , x

σ
j , x

σ
k be the linear functions that give the barycentric coordinates of a point in R2 in terms

of the vertices of σ. Let Xσ
i , X

σ
j , X

σ
k be the homogenization of xσi , xσj and xσk with respect to x3,

respectively. Define Aσ := R[Xσ
i , X

σ
j , X

σ
k ], and let

(3) Bσ : R[x1, x2, x3]→ Aσ

be the automorphism defined by

x1 → vi1X
σ
i + vj1X

σ
j + vk1X

σ
k

x2 → vi2X
σ
i + vj2X

σ
j + vk2X

σ
k

x3 → Xσ
i +Xσ

j +Xσ
k .

If σ1 and σ2 are two triangles as in Fig. 1, the change of coordinates from Aσ2 to Aσ1 is given by
the map

(4) Bσ2σ1 : Aσ2 → Aσ1

defined by

Xσ2
l →

vijk
vljk

Xσ1
i

Xσ2
j →

vlik
vljk

Xσ1
i +Xσ1

j

Xσ2
k →

vlji
vljk

Xσ1
i +Xσ1

k ,

where vijk denotes the determinant

vijk =

∣∣∣∣∣∣

vi1 vj1 vk1

vi2 vj2 vk2

1 1 1

∣∣∣∣∣∣
.

Proposition 2.1 ([6]). A polynomial F ∈ A∆ corresponds to an element of Cr(∆) if and only
if (Xσ1

i )r+1 divides F |σ1 − Bσ2σ1(F |σ2), with the notation as in Fig. 1, for each interior edge
τ = σ1 ∩ σ2 of ∆.
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FIGURE 1. Triangles σ1, σ2, with σ1 ∩ σ2 = τ .

The previous condition applied to each interior edge of a given triangulation ∆ yields a charac-
terization of the elements in A∆ which correspond to splines Cr(∆) [6], and leads to the following
result.

Proposition 2.2. Let ∆ be a 2-dimensional simplicial complex consisting of least two triangles
σ1 = {v0, v1, v2} and σ2 = {v0, v2, v3}, such that its graph G∆ is a tree (i.e., a connected graph
with no cycles). If ∆ has m+ 1 vertices then

Cr(∆) ∼= R[H0, H1, H2, Y
r+1

3 , . . . , Y r+1
m ]/I∆,

where
H0 = Y0 + Y1 + · · ·+ Ym

H1 = v01Y0 + v11Y1 + · · ·+ vm1Ym

H2 = v02Y0 + v12Y1 + · · ·+ vm2Ym.

FIGURE 2. Example, Proposition 2.2.

Sketch of the proof. Let us assume ∆ has only two triangles σ1 = {v0, v1, v2} and σ2 = {v0, v2, v3}.
Then, the Stanley–Reisner ring associated to ∆ is A∆ = R[Y0, Y1, Y2, Y3]/〈Y1Y3〉. Let F ∈ A∆ be
the linear polynomial

F = a0Y0 + a1Y1 + a2Y2 + a3Y3,

with ai ∈ R. From Proposition 2.1, if F corresponds to an element in Cr(∆), the difference
F |σ1 −Bσ2σ1(F |σ2) must be divisible by (Xσ1

1 )r+1, with Bσ2σ1 as defined in (3). Since

F |σ1
−Bσ2σ1

(F |σ2
) = (a0 − a0)Xσ1

0 + (a2 − a2)Xσ1
2 +

(
a1 − a0

v123
v023

− a2
v013
v023

− a3
−v012
v023

)
Xσ1

1

then (a0, a1, a2, a3) must be in the kernel of the matrix

(5)
(
−v123 v023 −v013 v012

)
.
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This kernel is spanned by the rows of the matrix

v01 v11 v21 v31

v02 v12 v22 v32

1 1 1 1


 ,

and these rows define H0, H1, H2. These polynomials correspond exactly to the trivial splines
(f |σ = f for all σ ∈ ∆) on ∆, which generate the ring of polynomials R (contained in Cr(∆)).
The first degree we need to consider to get not trivial splines is r + 1. Following an analogous
construction as before, it is easy to check that Y r+1

3 , by Proposition 2.1, corresponds to a spline
in Cr(∆̂) which is nontrivial. Hence, all the polynomials in the ring R[H0, H1, H2, Y

r+1
3 ]/I∆

correspond to elements in Cr(∆̂). The other inclusion follows from the dimension formula for
Crk(∆) [4],

dimCrk(∆) =

(
k + 2

2

)
+

(
k + 1− r

2

)
.

For a simplicial complex ∆ with m ≥ 3 triangles, the proposition follows by applying the previous
procedure recursively adding one new triangle at the time. �
Conjecture 2.3. For a generic central configuration ∆, where G∆ is a cycle,

Cr(∆̂) ∼= R[H0, H1, H2, S2, . . . , Sm]/I∆,

where S1, . . . , Sm are the polynomials in A∆ that correspond to the generators of the module of
syzygies of the ideal 〈`r+1

1 , . . . , `r+1
m 〉 in R generated by the linear forms `i corresponding to the

interior edges of ∆.

Following these ideas, a similar construction leads to a conjecture for Cr(∆) of a generic trian-
gulation ∆, where G∆ a connected graph with a finite number of cycles [7].

There are still many open problems concerning spline spaces, and knowing about their algebraic
structure might bring some light and useful results for computation. As a consequence of the relation
of C0(∆) with A∆, the dimensions as vector spaces over R of the subspaces C0

k(∆) were derived
[2]. Similarly, the Proposition 2.2 and Conjecture 2.3 may lead to find the dimension of Crk(∆) for
splines of higher order of smoothness.
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NONLINEAR q-ARY CODES: CONSTRUCTIONS AND MINIMUM DISTANCE
COMPUTATION

MERCÈ VILLANUEVA, FANXUAN ZENG, AND JAUME PUJOL

ABSTRACT. A nonlinear code can be represented as the union of cosets of a linear subcode. Proper-
ties and constructions of new codes from given ones in terms of this representation can be described.
Algorithms to compute the minimum distance of nonlinear codes, based on known algorithms for
linear codes, are also established. Moreover, the performance of these algorithms is studied and an
estimation of the number of enumerated codewords needed in the computations is given.

INTRODUCTION

Let Fq be a finite field with q elements and let Fnq be the set of all vectors of length n over Fq.
The Hamming distance d(u, v) between u, v ∈ Fnq is the number of coordinates in which u and v
differ. The Hamming weight wt(u) of u ∈ Fnq is wt(u) = d(u,0), where 0 is the all-zero vector of
length n. An (n,M, d) q-ary code C is a subset of Fnq with M codewords and minimum distance
d. The vectors of a code are called codewords and the minimum distance, denoted by d(C), is the
minimum value of d(u, v) for all u, v ∈ C and u 6= v.

Two q-ary codes C1 and C2 of length n are said to be equivalent if there is a vector a ∈ Fnq , a
monomial matrixM and an automorphism Γ of the field Fq such thatC2 = {MΓ(c)+a : c ∈ C1}.
Note that two equivalent codes have the same minimum distance. If C is linear, then 0 ∈ C; but
if C is nonlinear, then 0 does not need to belong to C. In this case, we can always consider a new
code C ′ = C − c for any c ∈ C, which is equivalent to C, such that 0 ∈ C ′. Therefore, from now
on, we assume that 0 ∈ C.

Given a q-ary code C, the problem of storing C in memory is a well known problem. If C is
linear, that is, it is a subgroup of Fnq , then it can be compactly represented using a generator matrix.
On the other hand, if C is nonlinear, it can be seen as the union of cosets of a linear subcode of C
[7]. This allows us to represent a code as a set of representative codewords instead of as a set with
all codewords.

Computing the minimum distance of a q-ary code C is necessary in order to establish its error-
correcting capability. However, this problem is computationally difficult, and has been proven to
be NP-hard [4]. If C is linear, d(C) coincides with the minimum weight, denoted by wt(C), and
the Brouwer-Zimmermann minimum weight algorithm for linear codes over finite fields [1, 6] can
be used. This algorithm can be found implemented in the computational algebra system MAGMA
[2, 3, 5]. On the other hand, if C is nonlinear, wt(C) and d(C) do not always coincide, and as
far as we know there is not any algorithm to compute them comparable to Brouwer-Zimmermann
algorithm for linear codes.

This work has been partially supported by the Spanish MICINN under Grants TIN2010-17358 and TIN2013-40524-P,
and by the Catalan AGAUR under Grant 2009SGR1224.
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1. REPRESENTATION AND CONSTRUCTION OF NONLINEAR CODES

The kernel of a q-ary code C is defined as KC = {x ∈ Fnq : λx + C = C ∀λ ∈ Fq} [7]. Since
0 ∈ C, KC is a linear subcode of C. We denote by κ the dimension of KC . In general, C can be
written as the union of cosets of KC , and KC is the largest such linear code for which this is true
[7]. Therefore, C =

⋃t
i=0(KC+vi),where v0 = 0, t+1 = M/qκ,M = |C| and L = {v1, . . . , vt}

is the set of coset leaders. Note that for binary codes, t 6= 1, because if t = 1, C = KC∪(KC +v1),
but then C would be linear, so C = KC . It is also important to emphasize that the coset leaders in
this paper are not necessarily the ones having minimum weight in each coset. Since KC is linear, it
can be compactly represented by its generator matrix G of size κ× n. Then, since the kernel takes
up a memory space of order O(nκ), the kernel plus the t coset leaders take up a memory space of
order O(n(κ+ t)).

Using this representation, we can manipulate and construct new nonlinear codes from old ones in
a more efficient way. Specifically, it is possible to show how to establish the equality and inclusion
of two given nonlinear codes from their kernels and coset leaders, and how to compute the ker-
nel and coset leaders of new codes (union, intersection, extended, punctured, shorten, direct sum,
Plotkin sum) from given ones, which are already represented in this way. All these results can be
written to be implemented easily as algorithms. We can obtain the kernel and coset leaders of an
extended code directly from the kernel and coset leaders of the code. The same happens for the
direct sum and Plotkin sum constructions. For all other constructions, we obtain a partial kernel and
the corresponding coset leaders. Although we can not assure which are the final kernel and coset
leaders in these cases, we can speed up the kernel computation by starting from a partial kernel.

2. MINIMUM DISTANCE COMPUTATION

The best known enumerative algorithm for linear codes to compute the minimum weight is the
Brouwer-Zimmermann algorithm, which is based on the next result [5]. LetG be a generator matrix
of a linear code K of dimension κ over Fq. Any set of κ coordinates such that the corresponding
columns of G are linear independent is called an information set for K. Let G1, . . . , Gh be h
systematic generator matrices of K such that they have pairwise disjoint information sets. For any
r < κ, if Si = {mGi : m ∈ Fkq , wt(m) ≤ r} for each matrix Gi, then all c ∈ C\⋃h

i=1 Si satisfy
wt(c) ≥ h(r + 1). After the rth step, we obtain a lower bound h(r + 1) and an upper bound of
the minimum weight, which is the minimum weight of the enumerated codewords. When the two
bounds meet, we obtain wt(K) without enumerating necessarily all codewords. An adaption of
this algorithm enables the use of more generator matrices with overlapping information sets, which
means that the lower bound can grow faster during the enumeration process.

Given a q-ary linear code K of dimension κ and a vector v ∈ Fnq \K, the linear span Kv =
〈K, v〉 =

⋃
λ∈Fq(K + λv) of dimension κ+ 1 is called an extend coset.

Proposition 2.1. Let C =
⋃t
i=0

(
KC + vi

)
. The minimum distance d(C) can be computed as

min({wt(Kvj−vi) : i ∈ {0, 1, . . . , t− 1}, j ∈ {i+ 1, . . . , t}}),where v0 = 0.

Using the representation of nonlinear codes given in Section 1, Proposition 2.1 and the Brouwer-
Zimmermann algorithm, we can design a new algorithm (MinD) to compute the minimum distance
of a nonlinear code C, based on computing wt(Kvj−vi) using the known Brouwer-Zimmermann
algorithm. Note that the complexity of this algorithm depends strongly on the number of coset
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FIGURE 1. Work factors and upper bounds for computing d(C) of ternary nonlin-
ear codes C of length n = 100 and size M = 311 · 6.

leaders t and the complexity of the Brouwer-Zimmermann algorithm, since we need to compute(
t+1

2

)
times the minimum weight of a linear code.

This Algorithm MinD is based on the enumeration of codewords, adding together codewords and
determining their minimum weight. The nature of these computations gives rise to a natural perfor-
mance measure, which is referred to as work [5]. One unit of work represents both an addition and
the weight computation of a single coordinate position. An estimate of the total work an algorithm
performs is referred to as work factor. Therefore, work factors provide us with a tool for comparing
the performance of algorithms based on enumeration. For example, note that the work factor for
computing the minimum distance using a brute force algorithm is log2(q)n

(
qκ(t+1)

2

)
.

Proposition 2.2. LetC be a nonlinear code of length n with kernel of dimension κ and coset leaders
{v1, . . . , vt}. The work factor for computing d(C) using Algorithm MinD is

(1)
t−1∑

i=0

( t∑

j=i+1

(
log2(q)(n− κ− 1)dn/(κ+ 1)e

r̄i,j∑

r=1

(
κ+ 1

r

)
(q − 1)r−1

))

where r̄i,j is the smallest integer such that bn/(κ+ 1)c(r̄i,j + 1) + max(0, r̄i,j + 1 − (κ + 1 − n
mod (κ+ 1))) ≥ wt(Kvj−vi).

Note that the work factor for computing d(C) relies on the parameters r̄i,j , which depend on
wt(Kvj−vi), and they may be different for any i, j. Therefore, it is impossible to estimate the work
factor if only the values n, κ and t are given. However, we can consider an upper bound of the
work factor, and from that be able to estimate easily the work factor for computing d(C). Since for
any extend coset Kv we have that wt(Kv) ≤ wt(KC), we can obtain an upper bound by replacing
wt(Kv) with wt(KC).

Proposition 2.3. Let C be a nonlinear code of length n with kernel KC of dimension κ and t coset
leaders. An upper bound for the work factor of computing d(C) using Algorithm MinD is given by

(2)
(
t+ 1

2

)
log2(q)(n− κ− 1)dn/(κ+ 1)e

r̄∑

r=1

(
κ+ 1

r

)
(q − 1)r−1
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where r̄ is the smallest integer such that bn/(κ+ 1)c(r̄+1)+max(0, r̄+1−(κ+1−n mod (κ+
1))) ≥ wt(KC).

From Algorithm MinD, it is easy to see that the weight of some codewords in the kernel KC is
computed several times, specifically, once for each Kvj−vi , where i, j ∈ {0, 1, . . . , t} and i < j.
Moreover, we need to compute the weight of extra vectors which belong to KC + λ(vj − vi),
where λ ∈ Fq\{0, 1}. However, we can make a little adjustment to the algorithm, in order to avoid
this extra computation. In Brouwer-Zimmermann algorithm, the enumerating process is divided
into several steps. In the rth step, it enumerates all linear combinations of r rows of the generator
matrix of Kvj−vi of dimension κ + 1, examines the minimum weight of each combination and
compares it with the lower bound. We can simplify this and enumerate only the codewords in each
coset KC + vj − vi. Then, in the rth step, we enumerate all linear combinations of r rows of the
generator matrix of KC of dimension κ and compute the weight of each combination adding the
vector vj − vi. After this adjustment, the work factor using the improved Algorithm MinD, which
is referred as Algorithm IMinD, can be reduced. Moreover, as before, we can also establish an
upper bound for the work factor by using the same argument as in Proposition 2.3. Using this upper
bound, again it is possible to estimate the work factor for computing d(C) from the parameters n,
κ, t and wt(KC) of a q-ary nonlinear code C. Note that the results on these upper bounds for the
work factors allow to establish from which parameters of the given code, it is better to use the new
presented algorithms instead of the brute force method.

Figure 1 shows the work factors (and the work factors upper bounds) for computing d(C) using
Algorithms MinD, IMinD and brute force, respectively. Note that when κ is large, Algorithms
MinD and IMinD save a lot of time. Moreover, we can see the improvement on Algorithm MinD.
In both tables, the work factors are expressed in logarithmic scale.
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