S UNIVERSITATos
ﬁ|||+ BARCELONA

Translation Invariant Operators

Alejandro Molero Casanova

Advisor: F. Javier Soria de Diego

Master in Advanced Mathematics
University of Barcelona

Barcelona, June 2018






Contents

Introduction

1 Preliminary definitions and results
1.1 LP spaces and bounded operators . . . . . . ... ... ... .. ...
1.2 Vector valued LP spaces . . . . . . . . . .. ... ...
1.3 Convolution and Fourier transform . . . . . .. ... .. ... ....
1.4 Rapidly decreasing functions and tempered distributions . . . . . ..
1.5 Sobolevspaces . . . . .. ..

2 DMultipliers
2.1 First definitions . . . . . .. ..o
2.2 Thespaces Ll and M . . .. ... ... . o0
2.3 Properties of Ll and M . . ... ... ..o

3 Littlewood-Paley theory
3.1 Introduction . . . . . . . ...
3.2 Littlewood-Paley operators and orthogonal decomposition . . . . . .
3.3 Orthogonal decomposition in dyadic sets . . . . .. .. .. ... ...

4 Multipliers theorems
4.1 Marcinkiewicz’s theorem . . . . . . . . . . . ...
4.2  Mihlin-Hormander’s theorem . . . . . . . . . . . . . ... .. ... ..

5 The ball multiplier
5.1 Perron’stree. . . . . . . ..
5.2 Boundedness on half-planes . . . . .. ... ... .. ... ...
5.3 The answer to the ball multiplier problem . . . . .. ... ... ...

Bibliography

Index

13
13
16
18

33
33
37
44

51
o1
60

67
68
73
7

79

80






Acknowledgments

I would like to express my most sincere gratitude to my advisor, Professor F. Javier
Soria de Diego, both for proposing me such an interesting topic for my thesis, and
for helping and guiding me thoroughly during the whole development of the project.

I would also like to thank my friends and family for their support and affection,
specially during my weakest moments. To my mathematician friends, thanks as well
for letting me share my work with you and for your thoughts on it.

il






Introduction

The theory of translation invariant operators is a branch that involves techniques
and concepts from a wide variety of fields such as functional analysis, harmonic anal-
ysis or Fourier analysis, and whose main goal is to find and describe boundedness
conditions and norm estimates on such objects. Its study started to firmly develop
around the second half of the last century, thanks to the work of Hormander, Fef-
ferman, Jodeit, Stein, Marcinkiewicz, and so many others, but it is still a subject of
great interest nowadays, not only because of its applications and relations to other
fields, such as partial differential equations or summability methods for Fourier co-
efficients, but also because of the large amount of open questions that the theory
still has to answer. For instance, it is not known yet a complete characterization
on when such an operator is bounded between two Lebesgue spaces. Maybe that is
one of its most surprising aspects: even though its main object of study is a class of
operators which are initially defined with a very simple property (namely, commut-
ing with translations), it turns out that this condition gives rise to a rich structure
that requires of much more sophisticated tools in order to understand it.

The current development of the theory tries to follow that path, using those
tools, such as the theory of distributions and Fourier transform, to translate the
problem of boundedness of operators to a problem of studying properties of certain
functions, which in this context are called multipliers. This is indeed a helpful step,
for one can then find symmetry properties on the classes of multipliers of bounded
operators between two Lebesgue spaces, and even arrive to the conclusion that when
both spaces are actually the same, every multiplier is a bounded function.

Yet, starting from a bounded function, finding which of its properties (analytical,
geometrical,...) might be relevant in order to have a multiplier is a tough task
that, as we say, is still barely solved. It is known, for instance, that when the
multiplier is a characteristic function of a set, the geometry of the set plays a huge
role. The maximum exponent of this fact is probably the, now disproven, multiplier
problem for the ball. Even when the geometry of the set gives good boundedness
properties (such as the case of a polygon), there is still much work to do on finding
sharp constants for the norm of such operators. On the other hand, regularity
conditions seem to affect as well, thanks to a couple of results due to Hormander
and Marcinkiewicz.
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Our goal in this Master’s Thesis is to give an overview of the most relevant as-
pects of the theory, starting from the most basic definitions, and ending precisely in
the study of Hormander’s and Marcinkiewicz’s results and the multiplier problem
for the ball. Chapters 1 and 2 cover the initial tools that one needs in order to
attack this topic, such as the essential elements of the theory of function spaces and
distributions, and the definition of translation invariant operators, together with
their identification with multipliers and the properties of multipliers’ classes, given
mostly by Theorem 2.15. We then move to Chapter 3 in order to review a the-
ory due to Littlewood and Paley about decomposition of functions in the frequency
domain using multipliers, which gives estimates on such decompositions in terms
of the original function. The idea behind this theory is to extend estimates which
are natural on the space of square integrable functions to other spaces of integrable
functions, as done in Theorem 3.4. This theory is later used in Chapter 4 to prove
the mentioned results of Hormander and Marcinkiewicz (Theorems 4.2 and 4.5),
and we see some applications of these results to multipliers with simple homogene-
ity properties. Finally, we focus on Chapter 5 to review this influence of geometrical
properties on boundedness of this class of operators, where we have exposed Feffer-
man’s work on the ball multiplier problem. This work, which culminates with the
conclusion of Theorem 5.6, represents a nice example on how the theory of trans-
lation invariant operators intersects with other seemingly unrelated branches, for it
uses a geometrical construction originated around the first half of the past century
known as Perron’s tree, which was originally proposed for solving Kakeya’s needle
problem.



Chapter 1

Preliminary definitions and results

In this first chapter, we review some of the basic theory that we might need in order
to proceed properly with the actual topic of the thesis. In particular, we give some
well known definitions and results regarding function spaces (such as the Lebesgue
spaces, the Schwarz class, or Sobolev spaces) and operators between those spaces.
We do so essentially for completeness of the work and for fixing the notation that
we will use later on throughout the whole manuscript.

1.1 L? spaces and bounded operators

Definition 1.1. Given 1 < p < oo, we will denote by LP the Lebesque space of
Lebesgue measurable functions f : R™ — R such that

= ([ 15w aa)

is finite, together with the norm ||- ||,. For p = oo, L> will be the space of Lebesgue
measurable functions f : R” — R which are bounded, and the norm in this case is
given by
1flleo = sup | f(2)].
zeR?

We will explicitly write LP(R") when we need to emphasize the dimension n
of the euclidean space. Recall that, with these norms, L?P is a Banach space for
1 < p < o0, and it is actually a Hilbert space for p = 2. When p = oo, we will also
denote as L the subspace of L of functions vanishing at infinity.

Definition 1.2. Given two Banach spaces X, Y, a linear operator A from X to Y
is bounded if there exists some constant C' > 0 such that |Af||y < C| f] x, for all
feX.

Boundedness estimates as the former will also be denoted as ||Af|ly < ||f|lx,
specially when the constant C' is not relevant. When X = L? and Y = L? for some
1 < p,q, < oo, a bounded operator A is also called strong type (p,q). In this setting,

3
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we will sometimes write A : LP — L9 to denote that A is bounded from LP t o L9.
Recall that the space L(LP, L?) of bounded and linear operators from LP to L? is a
Banach space with the norm

A7,
All = sup ,
1Al = sup S,

for L4 is a Banach space [1, Theorem 2.29]. We will usually avoid writing sub indices
for the operator norm unless they are necessary (for instance, when comparing the
norm of the operator acting between different L? spaces).

When A is a linear operator, boundedness and continuity are equivalent concepts.
We can think, though, about another type of continuity, called continuity in measure,
which is weaker than the former, but sometimes easier to see, and sufficient for
certain applications.

Definition 1.3. For 1 < p < oo, the weak LP space, denoted as LP*°, is the set of
Lebesgue measurable functions such that

[l = 0 ¢ € R” | f(@)] > 1}
>

is finite.

It is easy to see that LP C LP* for any 1 < p < oo, and it holds that
[fllpoo < 1F1lp- In fact,

1/p
tP dx)
z€R™:|f(z)|>t}

1/p
< Pd
(AmER”:|f(x)|>t} |f(x>’ $>
1/p
< ([ w@ras) =1,

Definition 1.4. An operator A from LP to L% is called weak type (p,q) if there
exists some constant C' > 0 such that [|Af||s.00 < Clfl],-

i € R | ()] > 1)/ = (/{

and so || < 711

There exists some duality correspondence between the LP spaces. Recall that
given a real Banach space X, its dual space X' is the space of linear and bounded
maps from X to R. The elements of X' are usually called functionals. It turns
out that, when X = LP for 1 < p < oo, there is a very natural way to construct
functionals on LP. Denote as p’ the conjugate exponent of p; that is, p’ is such that

1

1
p p
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Now, take g € L?, and consider the map

ug(f) = [ [f(@)g(z) dz.
Rn
Then, using Holder’s inequality,
lug (N < M1 gllx < 1fllpllglly

and so u, € (L?)’. This correspondence g — u, is actually an isometric isomorphism,
and this gives us the duality correspondence between the L? spaces, which is usually
referred as Riesz representation theorem for (LP) [1, Theorem 4.10]:

(LPY = L7, 1 < p < .
For p = oo, the same construction works for building functionals on L*°, and so
L' € (L>). The equality, though, is no longer true.

We point out now an extrapolation result that we will need in the future. It deals
with proving boundedness of certain types of operators, regarding that we know that
their are bounded in some L? space. The proof can be found in [5, Theorem 5.323],
using Calderén-Zygmund decomposition.

Theorem 1.5. Let K be a function on R™\ {0} such that
sup/ |K (z)|dx = Ay < o0,
R>0 JR<|z|<2R

and

sup/ |K(x —y) — K(z)|de = As.
y#0 Jlz|>2ly|

Also, suppose that K is given as a distribution by

K(¢) = lim K(x)¢(zx) dx.

Finally, denote by T' the operator given by the convolution with K, and assume that
T is strong type (r,r) for some 1 <r < oco. Then, T is also bounded from LP to LP
for 1 < p < oo, and it is weak type (1,1).

1.2 Vector valued L? spaces

Definition 1.6. Let (X, ||-|x) be a Banach space. Given 1 < p < oo, we denote
by LP(R", X) the space of functions f : R™ — X such that

1/p
[ fllp,x = (/R £ (2)|[% d:c)

is finite. For p = oo, L*(R", X) is the space of functions f : R" — X such that
[fllo,x == sup | f(2)]x
zeR"

is finite.
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Definition 1.7. Let (X, |- ||x) be a Banach space. Given 1 < p < oo, we denote
by LP>(R"™, X) the space of functions f : R" — X such that

1£llpc.x = sup t[{z € R" : [f()]lx > £
>

is finite.

The spaces LP(R™, X) and LP*°(R", X) are a natural generalization of the L?
and LP> spaces, when the functions are not necessarily real valued.

Example 1.8. Given 1 < r < oo, denote by ¢" the space of real sequences {ay }rez

such that /
1/r
[{artrezller == (Z Iak|’") < 400,

kEZ

and denote £*° the space of real sequences such that

{ax}rezllee = sup |ag| < +oo.
keZ

If f e LP(R™, ("), it means that f(x) is a sequence in " for each x € R". Thus, we
might write

f = {fk}k€Z>

where f; is a function for each k € Z, in such a way that

1 (@)ler = I fr(2) brezller = N(z) < +o00,
and moreover, the function N of norms is a function in LP.

We will need these spaces, as well as some results about them, in the considera-
tions developed in Chapter 3. The first of all states that a bounded operator from
LP to LY can be extended in a very natural way to an operator from LP(R™,(?) to
L%(R™, ¢?), which turns out to be bounded. A proof of this result can be found in
[5, Theorem 5.5.1].

Theorem 1.9. Let T be a bounded linear operator from LP to LY. Then, the operator

T({ fitrez) = {T(fx) bnez,

is bounded from LP(R", ¢*) to LY(R™, (?); that is,

H (X rT<fk>\2)l/2 (X rka)I/Q

<C

)
keZ keZ

q p

and we actually have that C = C(p, q,||T||).
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The second theorem is a generalization of the extrapolation theorem 1.5; that is,
given two Banach spaces X,Y, and a certain operator T bounded from L"(R™, X)
to L™(R™,Y), it gives conditions for T so that it is actually bounded from LP(R", X)
to LP(R™,Y") for several values of p. A proof can be found in [5, Theorem 5.6.1],
using Calderén-Zygmund decomposition.

Theorem 1.10. Let X, Y be Banach spaces. Let K : R"\ {0} — L(X,Y) be a map
such that for some A >0 and Ky € L(X,Y) we have:

i) ||K(2)||xoy < Alz|™™, where |- |x—y denotes the operator norm in L(X,Y).

1) SUPyern 0y gz (7 —¥) — K(2)|[xoy do < A

feg\y|g1 X(?J)d?/ - KOH =0.

iii) lim._yq .
_)

Moreover, let T be an operator given by

—

T(f)(x) = lim K(y)(f(z —y)) dy,

=0 Je<yy|

for any function f taking values in X, and assume that T is bounded from L"(R™, X)
to L"(R™,Y) for some 1 < r < oo with norm B. Then, there ezist C,,C! > 0 such
that T is bounded from LP(R", X) to LP(R™,Y") for all 1 < p < oo with

IT(f)llpy < Comax(p, (p = 1) )(A+ B)| fllp.x,
and it is also weak type (1,1) with

IT(F)l1c0y < Co(A+ B)|fll1x.

1.3 Convolution and Fourier transform

We give now a couple of concepts related with L! functions. These will be extremely
useful in the following chapters, for most of the theory we are going to develop is
based on them. The first of them is the convolution of two functions.

Definition 1.11. Given f,g € L', the convolution of f and ¢ is the function f * ¢
defined as

(f*9)(x) = . fWg(x —y) dy, Yo € R™.

One easily checks using Fubini’s theorem that f * ¢ is well defined L! function,
since f and g are L' functions too. Indeed,

£l < [ [ 1761 ot =)l dy do

= [ ([ late -l ar) ay

=l | 171 dy =171 Ll
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Notice that the convolution of two functions can also be defined in other settings.
For instance, if f € L! and g € LP for 1 < p < oo, then f * g is a well defined L?
function with

1f*gll, = . fW)a(-—y) dy

< / FWllglle dy = 171 Ngll,

in view of Minkowski’s integral inequality.

The other important tool we review now is the Fourier transform.

Definition 1.12. Let f € L. The Fourier transform of f is the function ]?deﬁned
as

~

f&) = [ flx)e ™ do, VE € R™

We can think of the Fourier transform operator (sometimes called simply Fourier
transform, with some abuse of language) as the operator F defined as

F(f)=f, VfelL

Notice that F is linear. Also, since

FD©I = 7@ < [ 5@ de= 11l

we conclude that F is bounded from L' to L* with norm at most 1. This fact is
actually improved a bit by the so called Riemann-Lebesgue lemma.

Lemma 1.13 (Riemann-Lebesgue). For f € L', we have that fAis continuous and

~

[F(E)] = 0 as [£] = oco.

That is, the Fourier transform of any integrable function is not only bounded,
but also vanishes at infinity. In particular, since it is continuous and satisfies
this vanishing property, it is uniformly continuous. The fact that f is continu-
ous is given easily in virtue of the dominated convergence theorem. We refer to
[2, Chapter 1, Section 6] for a proof of the rest of the statement.

It is a matter of computation to verify that the Fourier transform satisfies the
following interesting properties.

Proposition 1.14. Let f,ge L', h € R", A > 0 and M € O(n), where O(n) is the
orthogonal group of dimension n. Denote by 13, the translation operator,

() = @z = h),

pa the rotation operator,
pap(x) = p(Az),

and 9y the dilation operator,

onp(x) = (/).
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Then,

i) Tof = e f
ii) e—/QJf =7.f
iii) paf = paf
iv) 6,f = A"61/f -
o) fx9=713.

The Fourier transform has also a nice property for functions with separated
variables. In this setting, it is very easy to see the following fact.

Proposition 1.15. If f € L' is such that

flxy, oy xn) = filzn, k) fo(Trt, -, Tn),

for some k=1,....,n, then

FE) = Fi(Ers s &) Fo(Errs s En).

Although, in principle, the Fourier transform can only be defined for L* functions,
it turns out that it actually has a better behaviour in L2. In this space, though, the
given definition of Fourier transform might not make sense for certain functions, so
we have to be careful. A natural way to start this extension to L? is to consider the
set L' N L2, Here, we have a remarkable result concerning the L? norm, known as
Plancherel’s theorem. See [2, Theorem 1.18] for a proof.

Theorem 1.16 (Plancherel’s theorem). For f € L* N L2,

£l = 1| Flle-

We have that the set L' N L? is dense in L2, because L' N L? C L?, and if f € L?
and € > 0, there exists a simple function s (which is clearly in L' N L?) such that
|f — sl < &. Since F is an isometry in L' N L? there exists a unique linear and
bounded extension of F to L2, which is an isometry as well, given by

F=1%— lim f,,
n—oo

where (f,), C L' N L? is such that f, — f in L? as n — oo.

There are ways as well for defining the Fourier transform for 1 < p < oo and
p # 2. When p > 2, we must rely on the language of distributions, for there are
functions on LP which do not admit another function as its Fourier transform. On
the other hand, for 1 < p < 2, we can proceed differently. First, notice that any
function f € LP can be expressed as f = fi+ f», where f; € L' and f, € L?, because
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we could simply take fi = fxys>1}, and fo = f — f1. Therefore, one has that the
Fourier transform of f is just

f=h+r
where ﬁ € L* and fg € L?. The nice thing about this procedure is that we
can get an estimate on the norm of f thanks to Riesz-Thorin convexity theorem

[5, Theorem 1.3.4]. This is called Hausdorff-Young’s inequality (see
[2, Corollary 1.20]).

Theorem 1.17 (Hausdorff-Young’s inequality). For f € LP with 1 < p < 2, we
have that f € L and R
11l < (1 f1lp-

1.4 Rapidly decreasing functions and tempered
distributions

Denote as C* the set of all infinitely differentiable functions f : R® — R. For a
function f € C*, and a = («ay, ..., @) € N we denote

o1 Hon B ala\f

oxSt Qxon’  0xSt .- Qxon

D f =

where |a] = a3 + -+ + .

Definition 1.18. A function f € C™ is rapidly decreasing if

pi(f) = sup sup [(1+ o) | D (2)]

|a| <k z€R™

is finite, for all & € N. The Schwarz space, denoted as S, is the set of all rapidly
decreasing functions, together with the family of seminorms (pg)g>0-

In this setting, S is a Fréchet space [1, Theorem 7.4]; that is, it is a complete space
with respect to the topology given by the family of seminorms: for any sequence
(fim)m>0 C S such that

) m,m’—o00

pk(fm — fo

there exists f € & such that

0, Vk € N,

m—00

pk(fn — f) —— 0, Yk € N.

Of course, any function f € S is also in any L? for 1 < p < oo, and this inclusion is
continuous. In particular, functions in & admit operations such as the convolution
and the Fourier transform. Actually, the space S is dense in LP for p < oo, and
if p = oo, the closure of S is Li° N C, where C' denotes the set of all continuous
functions.
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Definition 1.19. The dual space of §, which is the space of all linear and continuous
functionals from S to R, is denoted as &', and it is called the space of tempered
distributions.

Since S is a Fréchet space, we can characterize continuity in terms of the family
of seminorms: a linear functional v : & — R is continuous if and only if there is
N € N such that

u(HI 'S (),
for all f € S [1, Theorem 3.4].

There is a way to extend to S’ certain operations or transformations that belong
to the theory of calculus with functions:

i) Multiplications: given f € § and u € &', the product of f and u is a distribu-
tion fu € &' given by
fulg) =u(fyg), Vg € S.

i) Derivatives: given a € N and u € &', the derivative of u of order « is another
distribution D%u € S8’ such that

Du(f) = (=1)"*u(D*f), Vf € S,
This is well defined because if f € S, then D*f € §, for any a € N™.

iii) Convolution: given f € S and u € &', the convolution of u with f is a function
ux f €S defined as

(ux f)(z) = U(Tzf), Vo € R",
where 7,9(y) = g(y — ) and f(z) = f(—=z), for any functions f,g € S.

iv) Fourier transform: given u € &', the Fourier transform of u is another distri-
bution u € &’ such that

a(f) =u(f), VfeS.

The Fourier transform of a distribution is well defined because if f € S,
then f € S as well. Actually, in S (and thus in §’) the Fourier transform is a
bijective continuous map F : § — S such that F* = id [1, Theorem 7.5]. Since
F is bijective and F* = id, it means that its inverse F ! is just F ! = F3. In
particular, F~! is also continuous. This inverse map is known as the inverse

Fourier transform, which will be denoted as g, for any g € S, and it is given
by

ia) = [ gl dg, Vo e R
We note that the fact that F is a bijection on S, together with together with

Plancherel’s theorem and the fact that S is dense in L?, allows us to conclude
that F is also a bijection on LZ.
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We point out some important properties regarding all of the previous operations
[1, Chapter 6]. If f,g € S, @ € N”, and u is either a function in S or a distribution
in &, then:

i) Leibniz rule: D*(fu) =35, Cap DPf D Py,
i) D*(ux* f) = D f=ux*x D*f.
i) (s f) kg = un (fg) = (usg)x f.

iv) m = fi, and fx1 = J/CQ\L

1.5 Sobolev spaces

Sobolev spaces are a way of extending the notion of derivative to functions that
might not be differentiable in a classical sense. Notice that, for any 1 < p < o0, a
function f € LP might be regarded as an element of &', by defining

fl)= [ f@yte) dr, Vg€ s

Actually, this map from L? to &’ is one to one [1, Example 7.8], so we sometimes
write LP C §’. With this, if & € N, we might now consider the so called weak
derivative of f of order «, by differentiating f in the sense of distributions:

Df(g) = (1) f(D"g), Vg € S.

Notice that D®f need not be a distribution given by the integral against a function
anymore; that is, there might not be any function f, such that

Df(g) = . fa(2)g(x) dz.
If f, exists, though, and f, € LP, then we write D*f € LP, and we consider
Def = f,.
Definition 1.20. For 1 < p < co and k € N, the Sobolev space WP is the space
Wk? ={fc [P:D*f € LP V|a| < k}

equipped with the norm

I llko =D 1D flly-

lof<k

WHP is a Banach space for any 1 < p < oo and k € N, and it is actually a Hilbert
space when p = 2. It is also clear that W*P is continuously included in LP.



Chapter 2

Multipliers

We start now to review the main concepts regarding the theory of translation invari-
ant operators. Our goal is to study tools that can help us to determine boundedness
of operators of this kind between LP spaces. For this purpose, we base our initial
discussion on the classical article due to Hormander [8], where some basic theorems
regarding these questions are given. We will see an important characterization of
these objects, which is essentially that any of these operators can be expressed as a
convolution against a tempered distribution.

Thanks to this characterization, one can translate the problem of boundedness of
translation invariant operators into a problem of studying certain classes of tempered
distributions, or even better, the associated classes of Fourier transforms of these
distributions, called multipliers. These classes satisfy nice symmetry properties that
are useful when proving the boundedness of translation invariant operators in several
L? spaces. But, most importantly, it turns out that every multiplier associated with
a bounded operator of this kind from LP into itself must actually be a bounded
function. This further reduces the problem of studying boundedness to a problem
on giving conditions on functions of L.

2.1 First definitions

We start with a definition that has already appeared several times in the previous
chapter.

Definition 2.1. For any f € LP, and h € R", the translation of f by h is the
function 7, f € LP given by

mf(z) = f(x — h).

It is clear that if h € R™, then |7, f]|, = || f|l,, for all f € LP. In particular, 7, is
a bounded and linear operator from L? to LP with ||| = 1.

Definition 2.2. Let A a linear operator. We say that A is translation invariant if,
for all h € R™, we have
ThA = ATh.

13
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Examples 2.3. We see some examples of translation invariant operators:

i)

ii)

Let f € L', and 1 < p < co. Let Ay be the operator given by Arg = f * g,
for any g € LP. This is a linear operator which is strong type (p,p) (see
Section 1.3), and it is translation invariant. Indeed, for h € R",

Apmng(z) = (f * Thg)(v) = . fW)mg(x —y) dy

=/, fWg(x —h—vy) dy=(f*g)(x—h)
= Arg(x — h) = 1, Asg(x).

For n = 1, the Hilbert transform H is the linear operator defined as
1 [ g(y)
Hy(w) =pov. [ 2204y
TJRT —Y
where p.v. denotes the principal value of the integral. Using a similar technique
as before, one sees that H is a translation invariant operator. Nevertheless,

notice that H is not given by any of the former operators, although it can also
be thought as the convolution again the distribution

L [ gy
h(g) = p.V.—/ Qdy.
TJr Y
The Hilbert transform is strong type (p,p) when 1 < p < co. We will prove
this fact later (see Example 2.13).

In spite of what one could think at first, translation invariant operators actually
satisfy quite strong properties. First, regarding their structure, they form a Banach
space.

Lemma 2.4. Given 1 < p,q < oo, the set of linear and bounded translation invari-
ant operators from LP to LY is a Banach space.

Proof. L(LP, L7) is a Banach space, so we only need to see that translation invariant
operators are a closed subset of it. That is, if (Ax)r>o is a sequence of translation
invariant operators convergent to a bounded and linear operator A, then A is also
translation invariant.

Take f € LP. Since A, == A, given ¢ > 0 there is ky € N large enough so that
|Ax — Al < e/(2]|fl|,) if &> ko. Therefore,

|\ Af — ATnfllg = I ASf — WA f + T Ak f — AT fl,
= | Af — T ARf + Arnf — AT fll,
< |mAf = A f llg + 1Akt f — ATnf g
= [|7(Af = Ap) fllq + 1(Ax — A)7nflq
< WASf = Ax) fllg + [[ Ak — Allll7 Sl
< A= Al fllp + [[A = Arl[ll F]l,
=2[|A = Al fll, <,
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if k > ko. But this is true for any € > 0, so 7, Af = A7, f, and because f is arbitrary,
A is translation invariant. 0

Another surprising result that we get for translation invariant operators is that
it only makes sense to study them for certain values of p and gq.

Lemma 2.5. Let p > q, and let A : LP — L% be a linear translation invariant
operator. If p < oo, then A= 0. On the other hand, if p = oo, then Alpe = 0.

Proof. Take p < oco. Since A is bounded, there exists some constant C' > 0 such
that

[Afllg < ClIFlp, (2.1)

for all f € LP. We shall see that we can improve this bound as much as we want,
so that the conclusion follows. To do so, we claim first that

|h| =00
1F + 7 flly = 2Y2[1 f -
Indeed, given ¢ > 0 write f as f = f; + f2 so that f; has compact support and

| f2ll, < €/(2 + 2Y/P). For |h| large enough, f; and 7, f; will have disjoint supports,
so that

1/p
| f1+ 7 fill, = (/R | f1(z) + T fr(2)]P dx)

- ([ npas [ mawpe)”

= 27| full,-

With this,

[11F + 70 fllp = 2 Fllp| = [1f + 70 fllp = 11+ 7 fills + 2771 lly = 2" £
<NF + mmflly = If+ 7 fillol + 22 Wflly = 11

% /P
<o+ mfelly + 277 fol, < St olr 2y oun

&,

so the claim holds. This actually implies as well, since A is translation invariant,
that

|h| =00
IAC + 7 H)llg = |Af + Anufllg = |Af + mAf g = 29| Af -

All in all, because
[Af + )l < CUF + 70k lp,
taking the limit when |h| — oo yields

2V Afly < C2Y7) fl,,
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SO .
|Afl]lq < m”f“m

which is an improved version of (2.1) because 1/¢ > 1/p. But this can now be
iterated to make the constant in the estimate arbitrarily small, so we conclude that
A = 0. The same argument works for p = oo, and the hypothesis f € L{° is
necessary so that the decomposition f = f; + fs can be done. n

In virtue of this result, we shall assume from now on that p < q.

2.2 The spaces L! and M]

As we have mentioned, being translation invariant is in fact a very strong condition,
and because of this, translation invariant operators admit a very specific charac-
terization. Notice that, for instance, all the operators in Examples 2.3 are related
somehow with convolutions. We are going to prove that this is the general case for
this class of operators.

Theorem 2.6. Let 1 < p < g < oo, and let A : LP — L9 be a linear translation
invariant operator. Then, there exists a distribution v € S’ such that Af = u * f,

forall f€S8.

Proof. Take p < co. Given f € S and u € &, recall that (ux f)(z) = u(7.f ), where

f(z) = f(—=z), for all z € R™. If we want the result to hold, then notice that we
should have Af(0) = u(f). That is, we must define u as

and so, since u is clearly linear, we must see now that it is a continuous functional
on S; that is, there is m € N so that |u(f)| < pm(f), for all f € S. First, let us see
that

D(Af) = A(D"F). (2.2)

To prove this, it suffices to do it for one derivative, and then proceed iteratively.
Thus, set fn(z) = f(z1 + h,Z) where T = (23, ...,x,), and let v = Af. Since A is
translation invariant, we have that v, = Afj, so

In—f _ Up— 0
(B ) -t

Therefore, and since A is bounded, we have

-t

Jn—f
h

Vp — U

h

HA@lf) - On f =

<o

q p
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and we shall now prove that ||0,, f — (fn — f)/hll, — 0 when h — 0. This is so
because

of fol@) = f(z)] | Of hof
8951( 7) = h |9y (z) - h 0 8x1 op (T HET dﬁ‘
L hor af
1 0 0
SE/O ai() ai(xww) i
1 h 1/p af of 1/p
SE(/@ df) (/0 8_a:1(>_8_;151(x1+§’) df)
1 ("o ) Vp
-G [ 1w~ wren| a)
meaning that
=1 _ of fu(@) = f(@)]°
‘aﬂﬁlf_ h _/ 8$1<) h dx
s%// a:m D -l en)| dedo
B S

=1 [ Wous = @l e
but given € > 0 there exists h > 0 small enough so that
105, f = (Ouy fell, < € (2.3)

if 0 < & < h because 9,,f € LP and 1 < p < oo [4, Proposition 8.5], so finally

fh_f 1 h 1/1’_
‘ p<<ﬁ/o€pd€) =¢

h

Expression (2.2) really tells us that if f € S, then Af € W™4. But W™ — C' (see
[8, Lemma 1.1]), so in particular

[u(N)l = 1AFO) S D ID (ANl = D 1AD e S D 1Dl

la|<n lal<n lal<n

-y (/RW (1+ )" D f (@) das)l/pgpn(f) = palf),

la|<n

a$1f -

and hence u is indeed a continuous functional on S, and the proof is complete. The
same argument works for p = oo, writing down the proper norm in that case. It is
important to notice that (2.3) would not be true in general for the supremum norm,
but it does hold in this case because d,, f is uniformly continuous. 0



2.3. Properties of L1 and M/ 18

Let u € 8, such that u* g € L%, for all g € S. If p < 00, since S is dense in L7,
the distribution u defines uniquely a translation invariant operator A as

Af = L7 — lim u* fy,
k—oo

for any f € LP, where (fx)r>0 C S so that fj KN f. Thus, this previous theorem tells
us that studying translation invariant operators is essentially studying certain sets
of tempered distributions. In particular, if we want to prove that a linear translation
invariant operator is bounded from LP to L9, it suffices to prove its boundedness for
functions in S and then extend the operator by density, so it is enough to see that

[ fllg S W fllps VS €S,

where u is the associated tempered distribution. This fact motivates the following
definition.

Definition 2.7. Given 1 < p < ¢ < oo, we will denote as L the space
Ly ={ueS :|luxfll, S Ifll, Vf € S}

Moreover, for a distribution u € L1, we will write

[[ux f]]
Li(u) = sup ———=.
: jes 11l

By Theorem 2.6, the space L is isomorphic to the space of translation invariant
operators, which is Banach space by Lemma 2.4. Thus, L is a Banach space.

Since m = ﬂf for u € 8" and f € S, it makes sense to consider the Fourier
transform of the elements of the sets LI. These new objects are called multipliers.

Definition 2.8. Given 1 < p < ¢ < oo, the set of multipliers of type (p,q) is the
set
M} ={t:uelLl},

and we write M?(u) = Li(u).

We will see soon that studying the spaces of multipliers is more convenient than
doing it with the spaces L}, at least when p = q.

2.3 Properties of LI and M/

We now want to improve our understanding on L7 and M, so we are going to review
well known properties of those spaces and even some characterizations that occur in
some particular cases. Our first result can be thought as a symmetry property that
these spaces satisfy.
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Theorem 2.9. Let u € S’ be a non-trivial tempered distribution. Then:
i) The set
L, = {(s,t) eER?:ue L}j’;}

15 a convex subset of the triangle 0 < t < s < 1 which is symmetric with
respect to the line s +t = 1.
ii) The function L%Z(u) s also symmetric in L, with respect to s+t = 1.

iii) For any (s,t), (r,w) € L,, and 0 € (0,1), it holds

L) < [L )] [Lir )], (2.4
where
1o (1—0)s+ 0,
b
%: (1= 6)t + 0.

Proof. 1t is easy to see that L, is a subset of the given triangle, for
1 <1/s <1/t < o0, because u is non-trivial. To prove symmetry, take (s,t) € L,,
and consider its symmetric point (¢,s") = (1 —¢,1 — s) with respect to s+t = 1. It
turns out that if p =1/s and ¢ = 1/t, then ¢’ = 1/t' and p’ = 1/s’. Since

lw s fllie < Clifllyss
applying Holder’s inequality leads to
| ((w f)*g) (O)] < [[(ux* flglly < lluws fllellgllie < CUFlysllglye-
In particular, if || f||1/s = 1, then
| ((wx f)* g) (O] < Cligllye-

But notice that | ((ux* f)*¢g)(0)] = | ((u*g) * f) (0)] because convolution is asso-
ciative and commutative, and

|usg|lis = sup
(1fll1/s=1

= swp |((wxg)+f) ).

Il s=1

[ wro)@) @) s

so we conclude
|w* glliye < Cligllye,

and hence (¢',s") € L,. Moreover, L}?i(u) = Liﬁ,/ (u) because (s,t) and (t',s") can

be interchanged in the previous argument. Finally, convexity and (2.4) follow from
Riesz-Thorin convexity theorem [5, Theorem 1.3.4]. O
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Let us see some easy consequences of Theorem 2.9 on the LI spaces for certain
choices of p and ¢, that actually characterize these spaces.

Corollary 2.10. If 1 < p < q < oo, then L% = L.

Proof. Set p=1/s, ¢q=1/t. Then ¢ =1/(1 —t) and p’ = 1/(1 — s). But the point
(1—1t,1—s) is the symmetric point to (s,t) with respect to the line s+t = 1. Thus,
by the previous theorem, v € L if and only if u € LS:. O]

Corollary 2.11. For 1 < p < oo!, and with the corresponding equalities of norms,

we have
o _ 10 _ 19
Lp =1Ly =LF.

Proof. If p < oo, by Corollary 2.10 is clear that L;° = Lﬁ’/, so it is left to see that
Ly = L* . The inclusion Ly C L* is true because if u € L;®, then

() = [(ux FHO) < flux flloo < [[ullllFllp,

for all f € S, and so by density of S in LP, u is an element of (L”)".On the other
hand, for u € (LP)’, we have

lut flloo = sup [u(mf )| < [lull sup (17 fll, = lullll £l VS €S,
reR™ zeR™

so u € L, and we conclude L>* = (LP)". Of course, by definition, it is clear that

L (u) = ||ul|. But now recall that (LP)" is isometrically isomorphic to L7 so the
result follows. N

The diagonal cases p = ¢ will be the ones of greater interest in this work, and we
will devote the rest of this chapter to give some insight of their structure. Theorem
2.9 gives in this case an easy but interesting consequence on how this spaces are
actually included one inside the other. In a way, as p — 2, the space L} gets bigger.

Corollary 2.12. For any q <p <2 orq>p > 2, we have L] C Lb C L3 and
L3(u) < Lb(u) < Li(u), Yu € LY.

Proof. By Corollary 2.10, if u € LI, then u € ng, and by the convexity of £, given
by Theorem 2.9, u € L. Of course, we also have u € L3, for (1/2,1/2) is always
the middle point of the segment between (1/q,1/q) and (1/¢’,1/q¢"). Moreover, if we
write

1_1+1

2 2p 2
and

1 1-6 0

_:__{__/’

p q q

For p = oo, it holds LY = Li = M, where M is the space of signed bounded measures on
B(R™). We refer to [5, Theorem 2.5.8] for a proof of this fact.
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for some 6 € (0, 1), then again by Theorem 2.9 we have
1309 < (2] [E50] " = [1300] ™ (2] ™ = Lt
< [L4)] " [y )" = [24@] 7 [Lgw)])” = L >
[

Example 2.13 (The Hilbert transform). The previous results are very useful tools
for determining boundedness of translation invariant operators. We can use them,
for instance, to see that the Hilbert transform, defined in Examples 2.3, is strong
type (p,p) for 1 < p < oo.

We can start by seeing that H is bounded from L? to L2 As we have already
said, the Hilbert transform can be expressed as

H(f) = hxf,

e

for all f € S. Since we are looking for boundedness in L?, it might be useful to
consider the Fourier transform of A and use Plancherel’s theorem. We have that

S fo o1 1( e )
) = b(F) = povr [ Fas =ty /a<|g<; £ ([ e ar) ae

= lim // ¢ Xe<lgl<2(§) flx)e T2y dg
=1 — 1 —27rz§z
~tiy 1 [ ) ( ot df)

.=l I
- }Tg% — Rf(m) </€<£|<; i sin(2wéx) d{) dx

If x € R is fixed, the integral between parenthesis in the last equality is convergent
when € — 0, because

where

/ — sin(27€x) d€ = / — sin(27&x) d§—|—/ — sin(2n&x)dE,

and the first integral is convergent since sin(2rw&x) /¢ ~ 2mz when || — 0, while the
second one is also convergent by Dirichlet’s test. Thus, if we define

1
ge(z) = f(x)/ — sin(27éx) d¢, Vx € R,
<lej<t §
then (g.)e~o is pointwise convergent to the function

g(z) = f(:r)/R% sin(2réx) d¢, Vxr € R
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as € — 0. Moreover, if

M = sup
a,b>0

/ ! sin(2méx) d{‘ < 00,
a<|é|<b

then

. = @I | [ g sntont) e

@[y s ] < Vs

so by the dominated convergence theorem, g. =0, g in L', and

i L s = T 1 in(2réx T
tim [ @) </a<g|<;5 sin(2réx) dg) da;_/Rf( )</R£ sin(2ré )dg) da.

Finally, notice that

/R% sin(2wéx) d§ = Sgn(27rx)/

R

1 1
n sin(t) dt = sgn(:r;)/ n sin(t) dt,

R

where sgn(z) denotes the sign of z, and it is well known that

1
/ — sin(t) dt = 7.
R

Thus, we conclude that

N = [ 1= seala) de
and with this, we can now prove the boundedness of H in L?: given f € S,

VH(F)ll2 = 17+ Fllz = 1Rl = 1 Fll2 = 1 /112

that is, ||H( )||2 is finite and equal to || f||2, so by Plancherel’s theorem,
IH()l2 = Ifll2, V€S,

meaning that H is actually an isometry, and thus it is indeed strong type (2, 2).

Next step is seeing that H is strong type (2%,2%) for any k > 1. We prove first
that
H(f)*= f*+2H(fH(f)), Vf €S, (2.5)

and to do so, we shall prove the following equivalent identity, obtained after taking
the Fourier transform:

-~

() + F) = T+ T+ 20(F = (hF)). vf € S. (2.6)



23 Chapter 2. Multipliers

Indeed, denote by R the right hand side of the previous identity. Then, given £ € R,
we have

/f 7le—y) dy + 2h(e /f — )€~y dy,

but by commutativity of the convolution, we can also write

/\

[ (e~ v) ay + 2hie /f VFle—y) dy,

so we have that

~ ~

R = ML — [ R fte - w1+ B (B + e — )] dy
But now, notice that since h(z) = —i sgn(z), then
L+ 1(€) (hy) + h(€ —y)) = 1 — i sgn(€) (— i sgn(y) + —i sgn(€ —v))
=1 —sgn(y)sgn() — sgn(&)sgn(€ —y).
When [¢] > |y|, then sgn({ —y) = sgn(§), so
1 — sgn(y)sgn(§) — sgn(§)sgn(§ —y) =1 — sgn(y)sgn(§ — y) — sgn(§)sgn ()
= —sgn(y)sgn(€ —y)
= h(y)h(& — y).
On the other hand, if [£| < |y|, then sgn(§ — y) = —sgn(y), so
1 — sen(y)sen(€) — sen(€)sen(€ — y) = sen(y)sen(y) + sen(€ — y)sgn(€)
Sgn(f)SgH( y)
sgn(y)sgn(§ —y)
~Fwhe— )
Finally, when [£| = |y|, we have sgn(§ — y) = (sgn(§) —sgn(y))/2, so

(§>sgn(§) —sgn(y)

1 —sgn(y)sgn(§) — sgn(§)sgn(€ —y) = 1 — sgn(y)sgn(§) — sgn 5

1 sgn(y)sgn(§)

= —sgn(y) 5
= —sgn(y)sgn(§ —y)
= T(y)h(E — y)

All in all, we conclude that 1 +h(§) (ﬁ( )+/fz(§—y)) = /f;(y)/ﬂ(f —y), forall £,y € R,
and so

/f W) —y) dy = ((0F) = (7)) (©).
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Having (2.5) proved, we can now see that H is strong type (2%, 2%) for k > 1. We
know the result is true for £k = 1, so let us assume that it is true up to some k£ > 1,
and let us prove it for k+ 1. If f € S, and ¢y = ||H|| when H : L*" — L2*| then

1/2

LH (Nl = 1HES < (2o + 2B HE)) |2
< (1F%Mlax + 2ea | FCHP)2) 2,

and || f(H(f)llor < || fllgs+1[|H(f)]]ox+1 by Hoélder’s inequality, so after some rear-
rangement we get

HH(f)IIQHI)Q o Ml
( ||f||2k+1 262 ||f||2k+1 1<0. (2'7)

The polynomial p(z) = 22 — 2ceex — 1 is a convex polynomial of degree two with
r00ts & = cor £ /3 + 1, 80 (2.7) really tells us that

| H (f)]|p1 -
= < ok +4/Co + 1,
[fllgen = 27 V™2

and so H is strong type (2F+1, 2k+1),

We can now finish to see that H is strong type (p,p), for all 1 < p < co. First,
since H is strong type (2%,2%) for any k& > 1, it means that the points (1/2%,1/2%)
belong to the set Ly of Theorem 2.9. All this points lie on the line x = y as shown
in figure 2.1. But because Ly is convex, we obtain that any point of the form
(1/p,1/p) with p > 2 is in Ly. That is, H is strong type (p,p) for any 2 < p < oo.
Finally, using Corollary 2.10, H is also strong type (p/,p’) for any 1 < p’ < 2.

0:8

0:t /
02
0 02 0.4 06 0.8 1

Figure 2.1: Points (1/2%,1/2%) of Ly, k > 1.

Example 2.14. In general, computing the norm of a certain operator is really a dif-
ficult task. Nevertheless, if the operator is translation invariant, we have additional
tools that might help us in that computation.
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Assume, for instance, that ¢ € L' and g > 0. The Fourier transform of g
is a continuous function vanishing at infinity by the Riemann-Lebesgue lemma
(Lemma 1.13). In particular, ||g||« is finite, and there exists & € R™ so that

19]lcc = 9(&0). Moreover, we trivially have
< [ Jot@) dz =gl

gl = / 9(z) dz = §(0) < |[7er

so we conclude that ||g]lec = |lg]]1-

9lloc = sup

/ g(:c)e_Q’”f’x dx

and because g > 0,

With this, we are now going to compute the norm of the operator A, given by
Ayf = f * g as a bounded operator from LP to L” for several values of p. Let us
start with the case p = 2. Notice that for f € S,

1 * gl = 11 * glla = [1/gll2 < gllsoll fll2 = 1Glloo [/ ]l2;

by Plancherel’s theorem, and thus by density of S in L?, the operator A, is bounded
from L? to L? with ||4,]l2 < |[g]ls- On the other hand,

1/2
14gll2 = sup [[Agfll2 = sup 1£gll2 = sup (/ £ (@) |g(=)? dﬁ) :
feL fer? feL? n
[l fll2=1 [I.fll2=1 [l fll2=1

Thus, let (f.).s0 C L? be a sequence such that

~ 1
" B e

Notice that such a sequence exists because the Fourier transform is a bijection on
2 (Section 1.4). This sequence satisfies that

[fellz = lfell2 = 1,

and because g is continuous, the mean value theorem leads to

2 v — 7 e—0 — 11512
L FPE@ de = g [ gl de 7 e = 131,

and so it must be ||Agll2 = [|7]]co-

Consider now the case p = 1. First, we simply have

1At = [

[ stnste = i ae < [ 1)l [ 156l dy= ol si,




2.3. Properties of L1 and M/ 26

so A, is strong type (1,1) with ||A,llx < |g]l1. Now,

14,0 = sup A, flL = sup /
fert feLt n
I flli=1 I fll1=1

[ st =) dy do.

but g(y)f(x —y) < g(y)|f(x —y)| for all x,y € R™ because g > 0, and so by
monotonicity of the integral, we can conclude that

14lh = sup / / o) f(@—y) dy dz= swp lglillfll = lglls.

fert ferLt

Il £]l1=1 l£]l1=1
720 =0

So far, thus, we have seen

Ayt L' — L' | Aglh = llglh,
Ay L' — L%, | Agll2 = |9l

and because ||g||1 = [|9]|c, we have ||A,||1 = ||Ay]|2. Since A, is translation invariant,
Theorem 2.9 ensures A, : LP — LP for all 1 < p < 2, and if we write 1/p = 1—-6+6/2
for some 6 € (0, 1), by (2.4) we get

14glly < A1 14115 = 1191l s-

Finally, Corollary 2.12 states that ||A,||2 < ||A,]|, for any p, so we also have directly
19]loe < [|A4glp- All in all, and using the symmetry of the operator norm given again
by Theorem 2.9, we conclude the following: for g € L' with g > 0, the operator A,
is strong type (p,p) for any 1 < p < oo, and ||4,l, = [|9]]c-

In order to further study the spaces Lf, we shall jump into the spaces MI' of
their Fourier transforms. Notice that most of what we have said so far for LI is also
valid for MP. If m € S’ is a non-trivial tempered distribution, then

~

L, = {(s,t) eR?>:me Mll//;f} = {(s,t) eR?:me L%i} — L

and also, MP(m) = L?(1m) by definition. In particular, we have an analogous theo-
rem to Theorem 2.9 for multipliers.

Theorem 2.15. Let m € S’ be a non-trivial tempered distribution. Then:

i) The set

Ly = {(s,t) €ER*:m¢€ Mll//st}

15 a convex subset of the triangle 0 < t < s < 1 which is symmetric with

respect to the line s +t = 1.

it) The function Mll//;(m) is also symmetric in L,, with respect to s+t = 1.
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iii) For any (s,t), (r,w) € Ly, and 6 € (0,1), it holds

1-6 0
Mi(m) < |[ay/iom)| [l (2.8)
where

! (1—-0)s+6

—=(1-0)s+0r,

p

1

—=(1-0)t+ bw.

q

As stated in Corollary 2.10 and Corollary 2.12, the spaces M also satisfy
M} = Mp forany 1 <p<q¢g<oo,andifg<p<2orqg>p>2, then
Mg c M? C M3,
with
M3 (m) < M2(m) < MZ(m), Vm € M{.

These two last facts follow directly from Theorem 2.15 with identical proofs to the
ones of the referred corollaries.

Our advantage, now, is that M can actually be characterized.
Theorem 2.16. With equality of norms,
M3 = L*™.

Proof. The proof is basically the same as one of the arguments in Example 2.14.
First, let m € MZ. By definition,  * f is an L? function for all f € L? and so mf
isin L2 for all f € L? as well. In particular, by density of S in L2, we conclude that
m is a locally square integrable function. Now, by Plancherel’s theorem,

Imfllz = [l # fllz < L3I fllo = M3 (m)]| fl|2,

and because ]?is an arbitrary L? function, we could just take, for each & € R, the
sequence (f.)eso C L? of functions of the form

fa = —’B<50, 5)’1/2 X B(0,e) >

which satisfy || f-|| = 1 for all ¢ > 0, and which give us

1/2
2 e—0
Itk = (g o Im@F de) = o)

for almost every chosen &, by Lebesgue differentiation theorem. Thus, m € L and
M|l < MZ(m). Conversely, if m € L*, then

177 % fllz = Imfll2 < llmllsoll Fll2 = [Imllooll fll2, VF € L,

som € M3 and MZ(m) = Li() < ||m||e. Allin all, M2 = L* and MZ(m) = ||m||s
for all m € M3. []
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This theorem, combined with the fact that M} C M3 for all p # 2, is a remark-
able result on what translation invariant operators really are. Recall that the Fourier
transform of a distribution, even if it is given by the integral against an L? function,
needs not be a function anymore. But, in virtue of this result, we are saying that
Fourier transforms of any bounded translation invariant operator are actually given
by bounded functions. This is why it is interesting and more convenient to consider
multipliers instead of the spaces L#. With this, we make the following definition.

Definition 2.17. A multiplier operator T' is an operator defined as
f? =mf, Vf €8,
where m € L.

Because of what we have said, multiplier operators are a particular case of trans-
lation invariant operators, which are automatically bounded from L? to L% From
now on, we will focus our attention on this type of operators.

With the notation of multipliers, it is very easy to see a couple of properties
regarding invariance of their norms under certain manipulations such as translations
and dilations.

Proposition 2.18. Let m € M}, h € R", and A > 0. Then,
i) ME(mpym) = ME(m).
i) MP(dym) = MP(m), where 0y is the dilation operator, dxm(&) = m(E/N).?

Proof. We prove both properties using Proposition 1.14. For i), we have that

MP(mym) = sup H(fThm)v

— sup H(Th(T,hfm))v

fes P feS P
Il £llp=1 I £llp=1
= sup He‘Q’”'h'(e%”'h‘fm)v = sup H(fm)v = My (m),
fes p fes P
Il fllp=1 ll£llp=1
where the second last equality holds because 2™ f| = |f|. Similarly, for i),
MP(6ym) = Sup H f6>\m = sup H (5,\ (51/)\f m))
p
Hpr 1 ||f|\p 1
= sup H)\ S (A ”(&f m) = sup H fm = MJ(m),
p

Hpr—l IIpr—1

and now, the second last equality is given by the fact that ||[A\"d1/x¢|l, = |||, for
any A > (0 and any ¢ € LP. O]

?Notice that it makes sense to consider both 7,m and §ym, because m is a function thanks to
the previous theorem.
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We now want to see another property of multipliers; namely, that they are closed
under multiplication. This is very convenient, because it tells us that concatenat-
ing two multiplier operators 7T} and 75 is the same considering the operator whose
multiplier is the product of the multipliers of 77 and T5.

Proposition 2.19. Let my,mgy € M}, for 1 <p < oo. Then, mymy € M} and

Proof. The case p = 2 is trivial. On the other hand, by Theorem 2.15, it suffices to
do the proof for 1 < p < 2. Let T7 be the multiplier operator associated to mq, and
T, the multiplier operator associated to ms. By definition, we know that

T,f = Jmi, V[ €.
We are going to prove now that
T,f = fm, ¥f € L”. (2.9)

Let us do the proof for my, since the same argument works as well for my. Consider
the operator

Af =Tif.
Since my € M, we have that 71 f € L? for any f € LP. Thus, by Hausdorfl-Young’s
inequality (Theorem 1.17), we have that fl\f € L” and that

1T f Il < 171 f -
In particular, -
1Ty flly < My (ma)[ £,

so A is strong type (p,p’). On the other hand, since m; € L™, we have again, by
Hausdorff-Young’s inequality, that the operator

Bf = fm17
is strong type (p,p’) with

LFmally < llmalll[ £l

Therefore, we conclude that the operator A — B is bounded from L? to L¥, but we
have that (A — B)f = 0 for any f € S. Since § is dense in LP, we conclude that
(A—B)f =0 for f € LP, and (2.9) follows.

With this equality, we can now prove what we are looking for. Take f € LP.
Since my € MJ, we have that T f € LP. Thus, we have that

TThf =Tafmy = frmams.
Of course, this equality is then also true for functions on S, where we can write
N \%
TNTaf = (frams) ",

and because T} and T, are strong type (p,p), so is T1T5. Hence, in the end, mimy
is an MP multiplier, which is the multiplier of the operator 7173, and we have that
MP(mymgy) < MP(mq)MPE(mg) directly. O
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Example 2.20 (Ball multipliers in R). Let 7" be the operator given by

Tf = fX(a,b)~

In view of Theorem 2.16, x(4,) is indeed a multiplier, for it is a function in L*, so T
is a translation invariant operator, bounded from L? to L?. We want to prove that
T is actually bounded from L? to L? for any 1 < p < 0o, and to do so, we are going
to use the boundedness of the Hilbert transform.

We had seen in Example 2.13 that if

H()a) = (e N =pes [ T g

is the Hilbert transform, where

h(f) = p-V%/R%y) dy,

then H is strong type (p,p) for any 1 < p < oo, and

—

H(f)(€) = h(€)F(€) = —i sgn(€) f(€),

where sgn(€) is the sign function. That is, the multiplier associated to H is ﬁ(g’) =

—i sgn(§). Let us construct now the function x(4p) in terms of h. Notice first that,
simply,

1
X(0,400) (&) = §(Sgn(§) +1),
and with this, we have that
X(ab) () = X(a,400)(§) = X(b,400) (§) = X(0,400)(§ — @) = X(0,400)(§ — b)

= S (oan( — ) —sen(c — ) = 5 (A€~ a) ~B(e 1))

Then, for any function f,

(s — ) f(&) = h(s - n)](©))

DN | .

Tf(€) =

but the term p,(§) = ﬁ(g —a)f(§) (and similarly, py(§) = lAz(é —b)f(§)) can be

written as
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so we conclude

@Jk@Taﬂfw—nﬂfwbf@ﬁ-—g(nﬁ@ﬂifgy—nﬁgxiﬂo)
A(ea))(©) ~ A (@f)©) = 5
)

(mﬂ%ﬂa—nﬁaﬂ@)
(le—aHeaf] (&) = [e—pHepf] (€)) = L le_oHeof —e_yHeyf] (),

Tf(€) =

/N
5‘

[\3| s.[\3| SN | .

2

and thus T is given by

T = 3 [e_aHea —e_yHey,

where e is the operator defined as (e, f)(z) = e*™* f(x). Notice that |le,]|, = 1
for all 1 < p < o0, so we conclude that T is also bounded from LP to LP for any
1 < p < oo, with norm MP(x@p < [|[H|lp. Actually, MP(x(ap) is the same for
any interval (a,b), thanks to Proposition 2.18. Of course, the same argument, under
little modifications, allow us to draw the same conclusion for characteristic functions
of intervals of the form [a,b), (a,b] or [a,b].

One could think that a similar result for ball multipliers should hold in R™ for
n > 2. It turns out that we do have boundedness for multipliers of the form o,
where () is a cube:

Q:{meR”:ai<xi<biW:1,..,n},
with —oco < a; < b; < oco. This is so because

Q= <a17b1> X X (Gn,bn)7

which means that .
f) = H X(ai,bi)(g )
i=1

But we have just seen that every element of the former product is an MJ multiplier
for any 1 < p < oo and so Proposition 2.19 gives us that xq is also an M multiplier
for 1 < p < co. On the other hand, the result is completely false for multipliers y g,
where B is an euclidean ball in R™, n > 2. This is a non-trivial fact that will be
discussed in Chapter 5.

From this last example, we can intuitively think that boundedness of certain
multipliers in one dimension can extend to boundedness of multipliers in higher
dimensions. We know face the reverse situation in a very specific way: is the re-
striction of a multiplier still a multiplier? The answer turns out to be yes, and the
result is known as de Leeuw’s theorem.

Theorem 2.21. Let m(§) = m(&,&2) be an ME(R™™) multiplier, for some
1 < p < oo. Then, for almost any & € R, the function me, given by
me, (§1) = m(&1, &) s an MP(R™) multiplier.
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Proof. If m € MP(R"™), it means that for any ¢ € S(R"™™), we have

[(me)"|], < ME(m)|| 6]l

Notice that

[md) = swp | [ () @) do
ke

_ N 27ri£-xd d
[l =1

= sup / m(§)
peSRrtmy | JRrtm
Il,=1

= s | m@deice d£‘>
T e

<)

© [ vl a

so we have that m € MP(R"*™) if and only if

L. medeie a ' < M)l

for any ¢,¢ € S(R"*™). With this, let f,g € S(R™), and a,b € S(R"), and define
¢(x) = a(z1)f(x2) and P(z) = b(x1)g(x2). It is clear that (&) = a(&1)f(&2) and
(&) = 0(£1)9(&2), as well as [[o]l, = [lallpl[fll, and [[¢[l,r = [[blly[lgllyr, so we can

write

. ( [ mefene) d&)a(fl)?(&)d& < ML) llgll a6l

which is saying, according to the previous characterization, that the multiplier

-~ ~

w(&) = [ mOfi€se) da = [ ma(@)Feile)

Rm™

is bounded from LP(R") to itself with norm at most
My (m') < Mp(m)[| fllpllgll,-

But because M3 (m') < MF(m') and M3(m') = ||m/||s in virtue of Theorem 2.16,
we have that

-~

/ e, (6 F(&)(%) do| < M) £l gl

R

which means that me, € MP(R™), as we wanted. O
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Littlewood-Paley theory

We now know that every multiplier must be a bounded function. But of course,
we still do not know, for m € L™, for which 1 < p < oo we have that m € Mp.
This question, though, is still widely open, but there are a couple of results, namely,
Mihlin-H6rmander’s theorem and Marcinkiewicz’s theorem, which are sufficient con-
ditions on bounded functions in order to ensure that their associated translation
invariant operators are bounded for a large range of values of p. We will focus on
these results in the following chapter, for in order to prove them, we need first to
introduce a set of results known as Littlewood-Paley theory, which is a way of ex-
tending results in L? to functions in L? regarding the decomposition of a function
into a sum of functions of localized frequencies.

3.1 Introduction

Let us start with some heuristic arguments that will justify the spirit of Littlewood-
Paley theory. Let f and g be functions in L?. Recall that two such functions are
called orthogonal if

(f.9) = . f(x)g(x) dx = 0.

Another way to look at orthogonality is the following: f and g are orthogonal
functions if and only if they satisfy the Pythagorean theorem:

1F + gllz = 115 + Nlgll2-

This definition of orthogonality has a nice advantage with respect to the first one,
namely, that it can be extended to an arbitrary family of functions: if (fx)rex is a
collection of L? functions indexed by some set K, then we can say that the family

is orthogonal if
> f

keK

2

=S [lal 3

2 keKk

whenever this former expression makes sense. Notice that this is the case, for in-
stance, if the family (fx)rex consists on functions such that their Fourier transforms

33
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(ﬁ)keK have pairwise disjoint supports, and ), HﬁH; < 4o00. Indeed, in this
setting, the expression
>

keK
is trivially a well defined function, which is in L? because

2
> Bl =D IAll; < oo,

keK 2 keK

and so by Plancherel’s theorem,

> Iillz = M1z =

keK keK

2
2

>t

keK

2
D> i
2

keK

2
S
2

keK

This inspires us to consider a similar definition for a general L” space with p # 2.
That is, we could say that a family (fx)rex of functions in LP is orthogonal if
their Fourier transforms have disjoint supports. In this sense, we can think about
an orthogonal decomposition of an LP function. Indeed, take for each k£ € Z the
functions

Yor(z) = 2"%9(2% ), Vo € R,

where ¢ is the characteristic function of the annulus {r e R": 1 < |z| < 2}. Notice,
then, that

Yok (€) = ¥(277¢),
50 Uyr is the characteristic function of the annulus {z e R": 2% < |z| < 2¥1}. The

functions 1;2: have disjoint supports, so if f € LP, and f has a Fourier transform
f, we can trivially write

7O =" () F (),

keZ
for almost every £ € R", and so, at least formally, we have that
f=) tanxf (3:2)
kEZ

The idea of this decomposition is to express the function f as a sum of functions
Yy-r * f such that they only contain the frequencies of f which are between 2% and
2F+1: that is, as a sum of orthogonal components of f. This is an interesting way of
decomposing f, and if p = 2, we would have by (3.1) that

2
D i S| = b x 13,
keZ

2 kez

1£15 =

which is a direct relation between the size of the function and the size of each of its
orthogonal components. For p # 2, though, we have to be careful with this definition
of orthogonality, because we might as well expect the analogous expression

AU = D s = £,
keZ
to hold in this situation, and it turns out that this might not be really the case.
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Example 3.1. If p > 2, we shall see that

ka < sz ||fk||§

keK p keK

cannot be true in general, for any constant C, > 0. Let ¢ € S be such that (E is
positive and with support in the set {{ € R : ]5\ <1/ 4} Without loss of generality,
¢ does not vanish in a neighbourhood of 0, because Tx(b(f) = e 2875 (¢) for any
x € R, so we can translate the function ¢, if necessary, without altering the support
of its Fourier transform. Now, for £ € N, set

fi(w) = 2" (x).

By the properties of the Fourier transform, we trivially have ﬁ(&) = gg({f — k), and
so the family ( fx)ren have pairwise disjoint supports. Now, it is immediate that, for

N e N,
N N A
> b = Z/ | () [P da = (N + 1)]| ][5
k=0 k=0 /R

On the other hand,

2mi(N+1)x —11?

N p N e
S = [ S e o ar= [ | o a
k=0 p k= b
and
e2miN+ )z _ |2 1 —cos(2n(N + 1)x) S 1 —cos(2m(N + 1)z)
e2miz _ | N 1 — cos(27x) - 4riz?
_Am*(N 4+ 1)%2%¢(2n(N + 1))
N 422
= (N + 1)*0(27(N + 1)z)
where

pla)=>" (_1)(2;)3; I ;25(33), Vr € R,

Now, notice that the function ¢ is continuous, non-negative, has a local maximum
at © = 0 with ¢(0) = 1/2, and has the same set of zeros as 1 — cos(x) except from
this maximum; that is,

Z(p)={r=2kn: k€ Z\{0}}.
Thus, if we take, for instance, e = 1/(2(N + 1)), we get

C?P = inf @(2n(N + 1)z) = o(7) > 0,

z€B(0,¢)
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and so
627ri(N+1)1‘ -1

6271'7233 -1

ol do > 417 [ Jofalp d

B(0,¢)
= C(N + 1)*|B(0,¢)||é(zo) [
= C(N + 1)" (o) 7,

J

where the second last equality is given by the mean value theorem, and =y € B(0, ¢).
Hence, let Ny be large enough so that
inf )P > Cy >0,
ottty P = Co
for any N > Ny, which is possible because ¢ does not vanish in a neighbourhood of
the origin. For such N, we conclude that

2

2mi(N+1)x
(N+1)e _ S COLN 1 1)

(&

627ri:p -1

and this finally means that we cannot have an inequality of the form

Sail <o

keK p keK

p
p7
because it would mean that

CCs(N + 1772 < Gyllgllp

p?
for every N > Ny, and this is not possible since p > 2.
For p < 2, the reverse inequality

> f

keK

P
Z sz ||fk||i

p keK

is the one that is not fulfilled in general for any constant C, > 0 (see
[5, Example 6.1.9] for a construction in this case). With this, we want to illustrate
that we have to look for different estimates when considering orthogonal decompo-
sitions of functions in L? similar to (3.2). For instance, notice that, at least in L2,
one has for our choice of v that

1/2 1/2
1l = (Z e + f||§> _ H (Z yn f|2>

)

2

keZ keZ

by the monotone convergence theorem. But now, the object (ZkeZ |91 * f|2)1/2
still contains the information about the size of each orthogonal component of the
decomposition of f without depending on the particular choice of the L” space, and
so we might want to look for L” estimates of this object itself. This is going to be
the key ingredient of Littlewood-Paley theory.
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3.2 Littlewood-Paley operators and orthogonal de-
composition

Let us begin giving the definition of the so called Littlewood-Paley operators, which

generalize the kind of decompositions that we have just examined.

Definition 3.2. Let ¢ € L', and k € Z. The Littlewood-Paley operator A} associ-
ated with ¢ is the operator given by

Ak(f) = f * ¢2*k7
where 1,k (x) = 2" (2%2) for all z € R™.

As said, because of the properties of the Fourier transform, it holds that

Dy (€) = P(27%¢), VE € R

Definition 3.3. The square function associated with the Littlewood-Paley opera-
tors Ay, k € Z, is the map s, defined as

solf) = (T 1auhP) "

kEZ

We now give a weak version of the main result of this theory, called Littlewood-
Paley theorem, which will be enough for our purposes. The theorem essentially gives
us some insight on the estimates that we were looking for in our initial discussion.
For a stronger version of the theorem, see [5, Theorem 6.1.2].

Theorem 3.4 (Littlewood-Paley theorem). Let ¥ be a function in S, such that

Y(x) de = 0.
R

Then:

i) The square function sy is strong type (p,p) for 1 < p < oo, and weak type
(1,1).
i1) Conversely, if 1 also satisfies that
D I (© =1, V& € R™\ {0},
keZ

then

)
p

i< (X |Ak<f>12)1/2

kEZ

forall f € LP, with 1 < p < oco. In particular, in this situation,

I~ (2 \Ak<f>|2)m

kEZ

, Vfell

p
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Proof. Let us begin proving the first part of the theorem. Notice that saying that
sy s strong type (p,p) for 1 < p < oo and weak type (1, 1) is equivalent to saying
that the map

T(f) = {Ak(f) ez (3.3)

is bounded from L? to LP(R™, ¢?) and also from L' to L'*(R", ¢?). Thus, we want
to apply Theorem 1.10 to prove such boundedness estimates, taking X = R and
Y = 2 in the statement.

We are going to start, then, by proving that T is bounded from L2 to L3(R", ¢%);
that is, that s, is strong type (2,2). First, notice that

H(Zm/\w)/ (/ > S m)m
(; |1 |2d5>1/2,

where the last equality is given by the monotone convergence theorem, and so using
Plancherel’s theorem,

1/2 1/2 1/2
(z 0 m) _ (s> 1m0 \\2) =(Z\\Ak<f>u§)
keZ keZ keZ
1/2 1/2
=Y ank(f)ﬁdx) :(/RnZyAk |2d:c>
) 1/2 )
_ ' <Z|Ak(f)|2> |
keZ 2

using again the monotone convergence theorem. Thus, let us find estimates for the
Fourier transform of ¢. Since ¢ € S, and 0,9 = 0v/0x; for each i = 1,...,n, then

()] + [V ()] = [(@)] + ((0n0(2))> + - - + (Dn,tb())?) 2
< ()] + |0y ()] + - - +|ax ()]
1
< W”Pnﬂ(?ﬁ)
npn+1(¢) 1 — B 1
=~ 2n+1(\/§ _ 1)n+1 (1 + |I|)n+1 : w,n(l T |x|)n+1a

for (1 + |2[?) > 2(v/2 — 1)(1 + |z|) because the function g(t) = (1 4 ¢2)/(1 + 1) is
differentiable in (0, +00), and it attains a minimum value 2(v/2 — 1) at t = v/2 — 1.
Now, using that 1 has mean value zero, we have that

B = [ ety de= [ @6 - o) i
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and so

DE) < [ e —1[y(x)| de = [ V2(1— cos(2n€ 2))"? [¢(x)] da,
R® Rn
but notice that we can write

1 —cos(2m¢-x) < 2m|é- x| < 2m|€||z],

because the functions h(t) = 1—cos(2nt) and hy(t) = 27|t| are even functions, which
are continuous functions in R and differentiable in R\ {0}, and satisfy h;(0) = hy(0)
and b (t) = 2w sin(27t) < 2w = hi(t) for t > 0, and with all this, we get the estimate

01 < Varle 8o [ L

On the other hand, given £ € R", let & be such that |£| = ||{]|~, and integrate by
parts in the definition of ¢ with respect to this component, so that we get

~ . 1
0O = [ et do =~ [ e, (o) da

and so using that || = v/n|&k|?/v/n > |€|/+/n, we obtain another estimate
~ NG vn By, By nCop 1
VOIS 577 | 10n(2)| do < dp = —22—=2 - (35
VONS o] Joo 1OV O = 5] Jeo W o g
Now, for £ € R", we split the sum

STr@OP =D [ F)R =Y [P+ Y weTP,

keZ keZ k<ko k>ko+1

1/2

dz := /47w By, ,Cy |€|V2. (3.4)

where kg is such that 27%|¢| > 1 if k < kg and 27%|¢| < 1if k > ko + 1. Using (3.5)
in the first part and (3.4) in the second one yields to

C? 1
wn 2,n _
ZWT’“ (©F < Z Ar2 |2 k¢ + Z 4B, CF |27
keZ k<ko k>ko+1
B2 ,C3 1 1
PYn~2n 2
< A2 Z4k+4 Bﬁ)no Zﬁ
k<0 k>0

C?
_ 2 1 2 o 2 2
= BI/J,TL (F + 871'017”) = Bd),nC’n.

All in all, we conclude that

(= IAk(f)IQ)l/Q

kEZ

N1 R N2
_ H (Z mw) _ H (WZ mw)
kezZ 2 kezZ

< BynCullfll2 = BynCall fll2,

2

and so s, is strong type (2,2).
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Now, let us see the result for the rest of values of p, using Theorem 1.10 as we
have said at the beginning. With what we have just seen, we already have one of
the hypothesis of the theorem, namely, that T is bounded from L? to L*(R", (?).

Also, notice that the operator 7' defined in (3.3) is given by
T(f)(x) = {Ak(f) (@) ez = {(Wo-r * f)(2) buez
~{ [ wwta-nat = [ R o,

keZ R™

where K : R" — L(R, £2) is the map defined as

X(y)(a) = {Wo-+(y) a}rez.
Thus, it remains to see that for some A > 0 and K, € L(R, ¢*) we have:

i) ||K (2)|lrsez < Alz|™™, where ||- ||[p_ss2 denotes the operator norm in L(R, ¢2).

ll) SupyeRn\{O} f\x|22|y\ HK(Z’ — y) — K($>|’R_>g2 dx < A.

fag\y|§1 f?(y)dy - EOH =0.

iii) lim, ‘ .
—)

Condition i) is clear because if ko(x) is the integer such that 2%(®) < 1/|z| and

2ko@)+1 > 1/|z|, and we use again that [1(x)| < By,/(1+ |z))"*! < By, /|z|",
then

1/2 1/2
1K () |ese2 = sup (Z (tho-r () a)2> = (Z (2”k¢(2k$>)2)

kEZ keZ
1/2
<| X @MW)+ Y ()
k<ko(z) k>ko(x)
1/2
1 2
2nk nk
< | S Z 27"+ By Z (2 2(n+1)k‘x|n+1)
kgko(x) k>k0(.’[)
1/2
22nko(ac) 1 1
= | S T+ Bym 2(n+1) Z 52k
1— 5 |z| 2
k>k0(a:)
S, 1 4By, 1 1\
—\2n —1 |$|2n 3 |x|2(n+l) 922(ko+1)
S, 1 4By, 1\ . 1
S : S P )
TR N FIE B
where oS 4B
So= s S, —max {0 e
lyl<1 ’ 2 —1 3
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Condition iii) is also clear taking K, = f0<|y|<1 K (y) dy. Thus, let us focus on the
second condition. We have that, given |z| > 2|y|, if

g(t) = (2"t —y) + (1 = t)a)) = ¥(2"(x — ty)),

with ¢ € [0, 1], then

(a2 = y) = tho-r(2)] = 2"|g(1) — ¥(0)] = 2" |g'(to)] ,

for some ty € [0,1], and so using the chain rule, Cauchy-Schwarz inequality, and
IV(2)] < Byn/ (1 + |2])"*, we get

[tha-i(x = y) = thy-i ()] = 2" [V (2(z — toy)), 2" |
= 2 DR (V25 (z — toy)), )|
< 20V |y (25 (2 — toy))| 1]

1
(n+1)k
S 2 Bw’n(l + 2k|x - toy])”“ |y|

1
(n+1)k
S 2 Bd},n(l + 2]671’1.‘)”4,1 |y|7

where the last inequality holds because |z — toy| > |z| — |y| > |z| — |=|/2 = |z|/2.
On the other hand, using again that |x — y| > |z|/2, we also have

[y (z = y) = byr(@)] < 2(25(x — y))| + 2" [ (252))|
(1+ 2’“|961— y|)r
1+ 2k—11|x\)n+1
1+ 2k—11|x|)n+1'

1
(1 + 282y
1
(1 +2k’x|)n+1

S anBw,n + 2nka’n

< an Bw,n 4+ 2nka,n

< 2By 2"

Therefore, for any v € [0, 1],

[Vo—k(z —y) = ()| = |Yo-k (2 — y) — o ()" |0o-k (7 — y) — y-r(x |1_7

- 2(n+1)kayn | | 2 QBw,nan 1—
=\ 2k 1zyert ¥ (1 4 2k 1[g])nrt

28|y [72 7,

1
T+ 2™

and so, if ko(z) is the integer such that 2%(®) < 2/|z| and 2k@+1 > 2/|7|, we can
write
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1/2
1K (2 = y) = K(2) e = (Z ok (2 —y) — ww(x)\?)

keZ
< Z ok (2 = y) — Par ()]
keZ
< Y Pl —y) (o)
k<ko(x)
+ ) |ar(z—y) = ¢or(w)]
k>k0(:17)
2(n+1)k
< |y|Byn Z k—1[,-[\nt1
e (T2 al)
2(n+1/2)k
1/291/2 g
+ 1yl L Z (1 + 26T |g [yt
k>k0(:c)

where we are using the last estimate with v = 1 in the first sum, and with v = 1/2
in the second one. From here, get in the end

B . 2(n+1/2)k:
1K (z —y) = K@)l < |y1Bon Y 205 4 |yl22 2By, Y-

(2k—1|x|)n+1
kSkO(ﬂc) k‘>k:0($)
2(n+1)k0(m) ’y‘1/22n+3/23¢n 1
< [y|Byn 1 L + ||t Z ok/2
2ntl k>ko(x)
n+1 1/20n+3/2 —(ko+1)/2
S ’y|Bw,n 2 . |y| 2 leJ,nQ 0 :
2[4 (1 = ) [+ 1= 5im
- |y|Bwn on+1 1 ‘y|1/22n+3/23¢7n |x|1/2
) |x|n+1 (1 _ W) ’x|n+1 \/i— 1
1yl ly|'?
S Can,n (|x|n+1 + |(L’|n+1/2 9

taking

22(n+1) 2n+3/2
Cn = ) )
max{2n+1_1 \/5_1}
and thus finally, with this estimate, we get that

= = ly| ly|'/?
| K (x —y) — K(z)||g_se de < C,B n/ ( + dx
/x|>2|y - v N L £ L

yl | lyl" 2)
= w,C\,B n/ (— + dr
P s \ 12

1+ 2v2
- wnCnsz,n—FT\/_7
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so condition 2 of Theorem 1.10 follows. All in all, we can apply this theorem, and
conclude that T is bounded from L? to LP (R™, ¢?), for 1 < p < oo, and bounded from
L' to LY*(R", %), which means that s, is strong type (p,p), for any 1 < p < oo
and weak type (1,1).

We focus now on the second part of the theorem. First, let A} be the adjoint
operator of Ag; that is, A} is such that

for any pair of functions f, g. Notice that, because f, g are real valued functions, we
have that

@ut) = [ Aup@a) do= [ o) [ fssta =) dy da
— [ 1) [ s@htssto—y) dz ay

so we conclude that Ajg = g * 15— Dy il Now, let f € LP, with 1 < p < o0, and
consider the series

A=) AGALS.

keZ

We claim that A converges in 8" to f. We might prove instead that A converges in
S’ to f, for the Fourier transform is a bijective continuous map in S’ whose inverse
is also continuous (see section 1.4). We have that for any g € S,

(S5 (5 550)o - (£ 717

[k|<N [k|<N |k|<N

= | fl@)glx) 3 |dar(z)| dr,

R k| <N

but, by hypothesis,

D) S [Fe()] do 225 / fla — (o).

R k<N
in virtue of the dominated convergence theorem. Thus, we have seen that A con-
verges to f pointwise, and so by Banach-Steinhaus theorem [1, Theorem 3.15] we

have that A converges to f in §’. With this, we finally have that

INotice that if 1 was symmetric, then A, would be self-adjoint. Also, for complex valued

functions, A} would be simply given by At = f 1/)2 k.
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| fll, = sup f(z)g(z) de| = sup F(x)g(z) do
gELp/ R™ geS R»
Hg”p/:l ||ng/=1

= sup [f(g9)|= sup |A(g)]= sup

(Z AZAkf> (9)

S S S
o1 i o1 | \kez
= sup Y (AAS) (9)] = sup D (AjALS,g)
9€5 |kez 9€S |kez
loll=1 gl
= swp | (A Aeg)| = sup / (D) (@) (Arg) () da
9€S |iez 9€S |JR™ ey
ol =1 ol =1
< sup / S (M) (@) (Arg) ()| da
9€S JR" |12z
lollr=1
1/2 1/2
< sup / (Z|(Akf)(x)!2 Z!(Akg)(lﬂz) dx
9€S JR™ \ kez kez
o=t
1/2 1/2
< sup (Z|Akf|2> '(ZlAk9|2>
ges kEZ pll \kez I

llgllr=1

?

1/2 1/2
S sup (ZIAkf|2> gl = || (ZIAW)

ges keZ
lgll,r=1

p

where the inequalities used are, in order, the triangular inequality, Cauchy-Schwarz
in (2, Holder’s, and the fact that the square function s, is strong type (p/,p’), in
virtue of the first part of this theorem. Thus, part (i) of the theorem is seen, and
the proof is finally complete. O]

3.3 Orthogonal decomposition in dyadic sets

In our initial discussion, the functions 5+ were characteristic functions of annuli.
The theorem we have just proved, though, requires ¢ to be a very nice function. We
want to see now if we can adapt the result so that it works as well for non-smooth
functions.

Let us begin with the case n = 1. Given k € Z, we denote by x the characteristic
function of the dyadic set (—2**1 —2F] U [2% 2%1) and we define the Littlewood-
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Paley operator associated to x, as the operator Ak# given by
AT = Fxn
Notice, by Example 2.20, that we can write
Azéf = % [(€2k+1 H€_2k+l — €9k He_Qk) f —+ (6_2kH€2k — €_9k+1 H€2k+l) f] .

With this, we have the following result.
Theorem 3.5. Given 1 < p < oo, it holds that

(Z IAk#fP) N

kEZ

, VfeLP(R).

p

1fllp ~

Proof. Let ¢ € S(R) be such that its Fourier transform is supported in
271 < |¢| < 22, with (&) = 1 for all 1 < |¢] < 2. Then, each function -
will be, by definition of 15—, supported in 2¥=* < |¢| < 22 and will equal 1 in
2F < |€] < 2L Now, let Ay be the Littlewood-Paley operator associated to ty—«.
With this, it holds that
ARAT = AFA, = AT

Indeed, the first equality is trivial taking Fourier transform. The second one is also
clear, again taking Fourier transform, and because ¢, equals 1 on the support of
Xk, SO that fio—rxr = fxx, for any function f. We can then write

H (z IAffP) N (z mmr?) N

keZ keZ

v P
| o\ 1/2
1
< Z B (62k+1 He_gri1 — eqr He—Qk) Arf )
keZ ¢
| 9\ 1/2
+ | <Z g (e-arHea = oy Hegos) f >
kEZ P
1 1/2
S 5 Z |e2k+1 H€2k+lAkf‘2>
keZ p
1 1/2
+ 3 Z |62kH6_2kAkf’2>
kez p
1 1/2
+ 5 Z |€_2kH€2kAk‘f|2)
kEZ p
1 1/2
+ 5 Z |672k+1 Hegr Akf’2>
keZ p
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Notice that, for the first term (and similarly for the other three), we can write
gr = e_ok1 Arf, and it holds

gk = [Arf]
|legr1 H gi| = [Hgyl,

because the operators e_se+1 and egrr1 only introduce factors of modulus 1. Thus,
because the Hilbert transform is bounded from L? to L?, we can apply Theorem 1.9

and get
1/2
= <Z |H9k|2>

k€EZ

<% ngl2> " p
= (Z |Akf!2) N

kEZ

k€EZ

1/2
H (Z |€2k+1 H€_2k+1 Akf|2>

p p

N

Y

p

and by Theorem 3.4, we finally conclude

()

keZ

S S 1l

p

(Z |Akf|2) N

keZ

p

The reverse inequality is proven using the exact same argument as the one developed
when proving part (i) of Theorem 3.4. O

Let us now try to give a version of this previous result for n > 2. We pick a
multiindex tuple k = (ki,...,k,) € Z", and we define x; to be the characteristic
function of the dyadic set

IE:Ikl Xoee XIkn
= {(z1, ., zp) ER" 1y € (=28 28]y 2% 2T vi =1, n},
where [}, = (—2kT1 —2k] U [2% 2%+1) Bach set I is a union of 2" rectangles

(see figures 3.1 and 3.2). Moreover, I; and I; are disjoint whenever k # k. Thus,
{1z} zezn 1s a partition of R™ \ {0}, and so

Z xp(z) =1, Vo e R"\ {0}.
kezn

Finally, define the Littlewood-Paley operator associated to x; as the operator A?
given by

A% F = Fx
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T R o, <

_22 - 21
/22
-22 S
‘[ 23/\
_23 1
Figure 3.1: I for k = (1,2) Figure 3.2: I for k = (1,2,1)

In order to give an n—dimensional version of Theorem 3.5, we shall try to redo
the proof of the theorem, and so we might need to relate the operators A¥ with
Littlewood-Paley operators associated to functions in §. But notice as well that

Xi(2) = X (1) - - X (T), VT € R™;

that is, the multiplier associated to AT s actually a product of n multipliers, each
one associated to one distinct variable. That is not the case, in general, for the
Littlewood-Paley multipliers of Definition 3.2. Thus, we introduce another type
of Littlewood-Paley operators, denoted as Ay (notice the multiindex l;), which are
given by

~

AGF(E) = FIE) Do (€1) -+ g (€a) = F(E) (2771 -+ h(277¢,),

where ) € S(R). With this, the operators A; and AE# can be related in a similar
fashion as in the proof of the previous theorem, although we now encounter an-
other difficulty, namely, that we cannot use Theorem 3.4 directly. Fortunately, this
problem can be overcome.

Lemma 3.6. Let Ay be the k—th multiindex Littlewood-Paley operator associated
to a Schwarz function ¥ € S(R), for each ke Z™, where i) is such that

/R@D(:E) dzxr = 0.
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Then, the square function associated to ),
1/2
(T ane)
kezn
is strong type (p,p) for any 1 < p < 0.

Proof. For i =1, ...,n, define ¢' € S(R") as the function such that

Pi(€) = P(&), VeEeR™

Notice that

—

(6 = 9iTRe) = P27y,
which means that, if

— ~ ~ —

NGF(€) = F&) d27Me) - d(27Me,) = Fl&) 01y, (€) -~ P, (),

then
Ap(f) = By, AL (),

where A% is the k;—th Littlewood-Paley operator associated to 1°.

We will prove the lemma by induction on n. The case n = 1 is already covered
by Theorem 3.4, so let us see the case n = 2. We want to verify that for 1 < p < oo,

”(IEEZW\AE(J‘)P)UQ :H(sz A )1/2p

ko€Z k1€Z
but it follows, with some technicalities, from Theorem 1.10 (see [5, Proposition

6.1.4]) that
<|(z rAz2<f>\2)m

ko€Z

S [l

)
p

(Z g

ko€Z k1€Z

and so applying now the usual estimate given by Theorem 3.4, we get the result.
The induction step is simply done using again [5, Proposition 6.1.4] and a suitable
enumeration of Z"~!, since the sum is of positive terms.

O
Now we are ready to prove Theorem 3.5 for n > 2.
Theorem 3.7. Given 1 < p < oo, it holds that

(Z |A;§f|2> N

kezn

1fllp ~ , VfeLP(RY).

p
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Proof. For the sake of simplicity, we will do the proof for n = 2. The general case
follows exactly in the same way. Let ¢» € S(R) be such that its Fourier transform is
supported in 271 < [¢] < 22, with ¢(¢) = 1 for all 1 < || < 2. Then, each function
@/1/21 will be, by definition of ¥, supported in 2¥~1 < |¢| < 282 and will equal 1
in 2% < |¢] < 28 In particular, the function

—_—

3 (V21 () = VI27ROPP(2716) = P2 7RE)D2T6) = Ty (€)P (&)
is clearly supported in the set
S — {5 ER2: 27l < [g)] < 282 okl < g, < 2k2+2}’
and will be equal to 1 in the set
Iy = I, X I,

with k = (k1, k2). Thus, if Ay is the multiindex Littlewood-Paley operator associated
to v, and A? is the Littlewood-Paley operator associated to xj, it holds

AFAL = AT
k k

Now, recall that Ak# = Ai;#Ai;#, where Aij# is the Littlewood-Paley operator
associated to xu,(&;), so

(2o

1/2
- ( 5 \A,;#A,sz)

kez? P kez? P
1/2
(S jaFazE AP
k1E€Z ko€ P

As in the proof of Theorem 3.5, we can write

L J _ J J _ J
Akj =5 [62kj+1H €_gkj+1 62ij €_ok; —|—6_2ij Eqk; 6_2kj+1H €2kj+1]
1

5 [Tij-H — Tzk]— + T72k’j - T,Q’“J‘“]v

where H7 is the Hilbert transform acting on the j—th variable; that is, for j = 1,

Hf(xy,29) = p.v.l M dy,

T Jr 1 —Y

and similarly for j = 2. Notice that H? bounded for 1 < p < oo, for the Hilbert
transform is bounded. With this, write
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1/2 1/2
H ( >y |A,1€’1#Ai’2#A,;f|2> < (Z > |T2kj+1Ai;#A,;fy2>
k1€Z ko €7 p k1€Z ko €7 p
1/2
+ <Z > |T2iji;#AEf|2>
k1€E7Z ko €Z P
1/2
+ <Z > ]TijAZ;#AEfF)
k1€Z ko €Z D
1/2
(S S mesizar) |
k1€Z ka€Z p

and for the first term (and similarly for the others), we can choose a suitable enu-
meration of Z? and apply Theorem 1.9 so that

1/2
Z Z |T2kj+1 Ali’g#AEﬂz)

k1€Z ko€Z

{

p

AN

S

Repeating the same technique with Az;#

f

and so one of the desired inequalities is

1/2
>3 |Ai;#A2;#A,;f|2>

K1€EZ ko €Z

P

time, is proven as in the second part of Theorem 3.4.

1/2
Z Z |H16_2kj+1Ai’2#AEf’2>

k1E€EZ ko€Z

1/2
Z Z |e_2kj+1Az;#A,;f|2>

k1E€EZ ko €Z
1/2
# 2
Apf| )

(
(
[

and using Lemma 3.6 finally leads to

(

proven. The reverse inequality, one more
m

p

p

> Iag

k1€Z ko€Z

p

5 5 Hf”P7

p

2.2 A;;f2>1/2

K1EZ ko €Z




Chapter 4

Multipliers theorems

After reviewing Littlewood-Paley theory, we are now ready to give Marcinkiewicz’s
theorem and Mihlin-Hormander’s theorem. As we have said before, these results
are sufficient conditions for determining when a certain L*° function is actually an
MP multiplier. On the one hand, these theorems represent a little improvement of
some cases of multipliers that are trivially in M} (for instance, if m € S). The
bad news is that they do not particularly help on the characterization of the M
spaces, because the conclusion, in both cases, is that m € M} for all 1 < p < oo.
Also, they still assume the function m to have certain regularity, like being piecewise
C', and having some controlled growth of the derivatives. Nevertheless, we will see
that these results are useful, for instance, when proving if a certain function is a
multiplier, regarding that this function satisfy some homogeneity property.

4.1 Marcinkiewicz’s theorem

We will start proving this theorem for n = 1. After that, we will jump to the case
n > 2.

Theorem 4.1 (Marcinkiewicz’s theorem in R). Let m : R — R be a bounded
function that is C in every dyadic set Oy, = (=21, —2F) U (2% 28+1) with k € Z,
and such that
sup/ |m/(&)| d§ = A < .

Oy

k€EZ

Then, m € MY for all 1 < p < oo.

Proof. Without loss of generality, m(§) = 0 for £ < 0. Indeed, if that was not the
case, then write m = m* +m™ 1= MmX[o 400) + MX(=0,0), and because m* and m-
satisfy m(§) = 0 for § < 0, they will be MP? multipliers, and so will be m. Also, we
may assume that m is right continuous in —2* and left continuous in 2* in each O,.
Indeed, this is so because

sup /O ! (€)] de < oo

keZ

o1
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implies that m has bounded variation in any closed interval [—M, M|, for M > 0,
and so m can be expressed as the difference of two increasing functions
(see [10, Section 6.3]), meaning that m can only have removable or jump disconti-
nuities. Thus, right and left continuity in —2* and 2%, respectively, follows from a
change of definition in these points.

Since m/’ is integrable over each interval [2%, 25%1) it follows from the fundamental

theorem of calculus that
3
= m(2") +/ m'(t) dt,
2k

for any & € [2%,2¥1). In particular, for any f € S,

FEm©)x(€) = m@9) /f wel6) m' (1) dt

FEmME)xi(6) = m(2 )f(é“)xk(f)Jr/Q FEXR(E) X100 (€) m (1) dt

k
2k+1

(mek)V = m(2k’)Ak#f —|—/ A[t7oo)Ak#f m/(t) dt
ok+1
[Froxa) | < Il A1+ [ 1B S A1 (0]

2k+1

[Frra)”| < Il A1+ [ 1B Mg, 1 (0]

where |a| denotes the integer part of any real number a. Using Cauchy-Schwarz
inequality with g; = |A[t7m)Aﬁog2 i |m!(t)|*/? and g, = |m/(t)|'/?, we can bound
the integral on the right hand side of the last expression as

2k+1 2k+1 2k+1
[Aft00) Aliog, oy f1 1 ()] dt < m’(t)] di [Afto0) Al oy f17 I ()] dt
2k 2 2k 2k
2k+1
SA L 1By, o I ()] e

This yields

(| Ema ) < (S 1)

kEZ keZ

00 1o

Now, by [5, Exercise 6.5.2], we have that
0o 1/2
| ([ 18t ol @)

?

1/2
|| IA[t,oo Hogs [ 1m (1) dt)
p

p
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for any 1 < p < oo, and by hypothesis on m/,

2k+1

(Z [ 18t e @) "

2k+1

1/2
-I(Z [ 1azse \m’(t)!dt)
kEZ
ok+1 1/2
| (St [ wora)

1/2
H AE P I 0) dt)
V4

p

kEZ
1/2
< AL/2 (Z|Azﬁf‘2) :
keZ »
meaning that
~ v12\ V2 1/2

H(Z\(fmxk) )| s e+ )| (182 sP)

keZ P keZ p

Finally, we can use Theorem 3.5 with the L? norm in the right hand side of the

inequality, so that
o\ 1/2
(X | [)
p

keZ

S s

and notice that, if we write (fmxk)v = Ak# ((fm)v), we can use again Theorem 3.5

S (St (@n))

| (7m)
1Fm) |, S 1l
that is, m € MJ. O

Y

~|(g )"

kEZ

p p

meaning that

We shall now give the n—dimensional version of Marcinkiewicz’s theorem, for
n > 2. The main hypothesis of the theorem, and ideas used in the proof, are
essentially the same. For instance, instead of asking for C! regularity on dyadic
intervals, we will ask for differentiability on dyadic sets I; as the ones defined in
section 3.3. Also, notice that a key ingredient in the proof of the previous theorem
was Theorem 3.5. Thus, in this case, we will want to use Theorem 3.7, which is the
n—dimensional equivalent, n > 2, of the former.
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Theorem 4.2 (Marcinkiewicz’s theorem in R"). Let m : R® — R be a bounded
function such that for all a = (ay,...,an) with |aq], ..., |an| < 1, the derivatives
D%m are continuous in the interior of I, for any k ez Moreover, assume that
there exists some constant A < oo such that for any k= (k1y..o k) € Z7, any
Iy = I, x -+ X Iy, , and any disjoint partition {s1,...,s;}U{r1,....,n} = {1,...,n},
it holds

sup - sup/ / (@ -+ Dy m) ()]s, -+ S, < A,
Iksl Iks]-

57'1 elkrl grl elkrl
Then, m € M} for all 1 < p < oo.

Proof. We shall do the proof of the theorem for n = 2, since the higher dimensional
cases follow in the same way. As in the proof of Theorem 4.1, we shall assume
that m(£) = 0 if € lies outside the first quadrant. Let k = (ky, ko) € Z2. By the
fundamental theorem of calculus, we have, for any £ = (&1, &) with 28 < & < 2kit!
and 2F2 < & < 2F2*1 that

&2
m(&1, &) =m(&,2") + . Oam(&r,ta) dts
2Kk2
& &2
=m(2",27) + ovm(ty,2%) dt, + Oom(&1,t) dty
2k1 2k2
&1 1P
= m(2k1,2k2) + Glm(tl, 2k2) dtl + an(2kl,t2) dtg
2k1 2k2
& pée
+/ 8182m<t1,t2) dtgdtl.
2k1 Jok2
In particular, for any f € S,
~ ~ &1
FEOME)xz(&) =m(2",2) F(Oxz(©) + [ F()xz(&) dum(t1,2") dty
2k1
& & ple
+ FEOXE(E) 02m (2, 1,) dt2+/k . F(E)xz(&) 010am(ty, ta) dtadt
272 281 J2k2
oky+1
= m(@ 2O + [ FONHON &) (1, 2) dt
271
2k:2+1 N
s FONHON o &) m(2* ) i
2k2

2k1+1 2k2+1

+/ / f(g)XE(f)X[h,oo)(SI)X[tQ,oo) (&2) O10am(ty,t2) ditadty,
2k1 2k2

but recall that x;(&) = X, (&1) Xk, (&2), sO
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~

Xz (€) = m(2",2") F(€)xz(€)

2k1+1

/ E) X1 (€1)X[t1.00) (§1) X (€2) Drm(t,27) dt,

2k1

okg+1 A

/ FE) X ks (E2) Xfta,00) (E2)Xk1 (€1) Domn(27,85) dity

oks

ok1+1 2k2+1

/ / Xk2 fQ)X[tz o) (52)Xk‘1 (§1>X[t1 oo)(é.l) ala2m(t17t2) dthtl

Now, taking inverse Fourier transforms leads to

2k1+1

(fmxz)” =m(2h, 25) AfF+ / ) AT Ay o) AT f Oimity,282) dty
2F1
2k2+1

+ / AT A AL 0am(27 1) d
2k2
/2

2k1+1
and hence, in a similar fashion as in the proof of Theorem 4.1, we can take absolute
value, apply Cauchy-Schwarz inequality, and use the hypothesis of the theorem,
leaving us with

2k2+1

/ A[tl,oo)Allc;#A[tg,oo)Ai;#f 8182m(t1,t2) dtgdtl,
2k2

2k1+1

< mllo 1A7 /] +/k AL Ay o) AT fI 1Bim(1,22)] dty

2F1

(Fxg)*

2k2+1

[ 1AL A A ] (2 ) die
2

k2
/2

2k1+1
<l |11+ a2 ( [
2

k1

2k2+1
/ A o) AT Ay 0o) AT F| 1010am(ty, 1) dtadty
2k2

2k1+1

1/2
A2# Ay, AL |oym(t, 25| dm)

2k2+1

1/2
([ A AT (2 )] i

2k1+1 2k:2+1
A1/2 ( /

1/2
| Aty 00) AT Aty 00 AT 17 [0102m(t1, 1)) dt2dt1> :
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This is valid for any ke 72, so taking the /% sum over all possible E, we get

(S|l s (Sitrr)

kez? kez?
ok1+1 1/2
F(Z [ A5 B A o1, 2] )
- 1
kez?
oko+1 1/2
F(Z [ 1AM B NI (2, ) )
kez?
2k:1+1 2k2+1 1/2
+ ( / / Ao ASF Ay ooy AZF F[2 10,00ty 1) dtgdt1>
kezz2
1/2
1
= ( |A§f|2> (Z/ |A A[tloo Atlcimjﬂz 01mi(ty, 27)] dtl)
kez2 ko€Z
1/2
1,# 2
(Z / A Aty AT 7 182m (2 1)) dtz)

k1€Z

1/2
(/ / Aty A, 11 Atz o) Aty ) [P 1010211, 1) dt2dt1) :

Now, let v be the counting measure given by v(A) = #{k € Z : 2 € A}, for any
A C (0,00). In terms of this measure, we have that

/0 vty = 3 6 (o)

where 65 is the Dirac delta valuated at 2¥. Hence, we can write the first sum of
integrals of the former inequality as

Z / |A A[tl 00) Alljég2tljf|2 |81m(t1, 2k2)| dtl

ko€Z
o k
=2 / A% s Do Al F2 [t 2000220 dty
ko€Z
—Z%( / s 01 Dt 00) Dl 1 I 101 (1, 210520 >|dt1)
ko€Z

/ / |A\.10g2 ta] [t1 OO)A |log, t1Jf|2 ‘alm(tl LlothQJ)| dtl dl/(tQ)

/ / [t1,00) Llogz tngUog2 t1Jf|2 ‘81m(t 2L10g2t2j)| dtq dl/(tg)
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and similarly for the second one, we have

Z/ |Ak1 At 00) A21fg2t2jf|2 |02 (2%, 1) dt

ki1€Z

1 2, 0,
:/o / Ao AL ATE L FIP [0am(200) )] dty du(ty).

All in all, we have the estimate

( > )(fmx,;)vf) " ( > m;fﬂ?) "

kez? kez?

o 1/2
+ </0 /0 ‘A[t1,oo)Af{Z2 tﬁAUOggtﬂf’ ‘aﬂn(t 2Llog2 t2J)| dt, dl/(tQ))

Y 1/2
i (/0 /0 Aoy ALE  ANE L 1P 10am(21052 1 1) dt du(tl))

00 0O 1/2
+( / / Ao DALt | AZE - f2 ralazmm,tz)rdwm) ,

and if we take LP norms and use [5, Exercise 6.5.2], we obtain

1/2
< (Z !A§f|2>

kez?

H(Z ‘(fmx;;)vr)m

kez?

p

- 1/2
! (/0 /0 AN ) it ) S 10im (11, 2005 )] ity dy(tz))

p

1/2

- (/0 /0 AL AN L f P 18am (200820 1) dt dV(h))

S 1/2
1,# 2,4 2
+ (/0 /0 A 10g2t1JAl_log2t2Jf| |8182m(t1,t2)| dtgdtl)

p

Finally, we can use again our hypothesis, and get



4.1. Marcinkiewicz’s theorem 58

~ s12\ /2
(2 lima )] < ()
kez? P kez?
1/2
T (Z/ ALFAGE T 10m(t,2%)] dtl)
ko€Z

1/2
+ (Z / ALFARE TP 10am (2 1) dtg)

k1EZ p

1/2
i (/ / ’AUOgﬁl UOg2t2Jf’2 |0102m(t1,t2)] dt2dt1>

(gee)| (2L

kez2 kez2

o>y
3 (O>7 R

- H (2 |A?§f\2)1/2

kez?

1/2

p
2k1+1

1/2
AZFALE PP (9m(ty, 2°) dtl)

2k2+1

1/2
Ai;# f1? 102m(2F ty)] dt2>

p

2k1+1 2k2+1

1/2
IAFEATH [ 0102m(t, 1)] dthtl)

p
2k1+1

g )

keZ?

1/2
lalm(tl, 2k2)| dt1>

p
2k2+1

+ (ZJA,;#JCF/M
(g /

1/2
]82m(2k1 y t2)| dt2>

Js

2k2+1

1/2
|3182m tl, t2)| dtzdtl)

keZ? p
1/2
# £12
| (Zare) |
kez? P

from which Theorem 3.7 gives us that
R o\ 1/2
‘ (Z (Foxg)* >
p

kez?
But writing (fmx,;)v = AE#((fm)V) and using again Theorem 3.7, we obtain

l(glomar)”

keZ?2

S 1l

1((fm)Y)

Y

p
so in the end,

1GFm) ||, < 1l

as we wanted. O
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The growth condition on Marcinkiewicz’s theorem might be a little complicated
in order to actually check it in particular cases. We give now a stronger condition
that allow easier calculations.

Corollary 4.3. Let m be a bounded, n—times continuously differentiable function,
defined away from the coordinate axes. Assume that there exists some constant
A < oo such that for any disjoint partition {si,...,s;} U{ry,....,m} = {1,...,n}, it
holds

sup -+ sup [(Os - - 85jm)(€)| < A|§51|_1 T |€5j|_1‘
& €R\{0} &, eR\{0}

Then, m € MY for any 1 < p < oco.

Proof. We simply check the growth condition on Marcinkiewicz’s theorem. Indeed,

/ / (@2 -+ 0, m)(E)|de,, - dE,

SA/ / \531\71'--!55]'!71615%"-dfsl
I, I,

— A / €]y, - / & | de,
I I,

ks,

and all of the integrals that appear here are just integrals of the function f(t) = 1/t
on dyadic sets of the form (—2v*! —2v] U [2¢, 2" for which one has

2u+1

1
/ —dt = 2/ — dt = 2(log 2" —log 2") = 2log 2.
(_2u+1,_2u}u[2u72u+1) t 2u t

Thus, the result follows taking A" = A(2log2)". O

Example 4.4. Let m be a C* function on R" \ {0}, for which there exists
ki, ...k, € (0,400) and s € R such that
m(Akléh ES) )‘kngn) = Aism(gla "'75”)7 v& € Rna VA > 0.

We see that, in this case, m € M for any 1 < p < co. Indeed, we pick o € N, and
we differentiate in the previous equality to get

/\k1a1+"'knan8am<>\k1§1, ceny )\knén) - Aisaam(él) ceey fn)

Now, given £ € R™ \ {0}, there exists a unique A¢ > 0 so that ()\2“51, ...,)\’gnfn)
is in the unit sphere S"!' = {¢£ € R™ : |¢] = 1}. This is so because ¥(\) =
2Nk 4. 4 £2 0%k —1 is a continuous, increasing function of ), such that ¢(0) = —1,
and limy_,., ¥(\) = oco. Notice that, with this ¢, one has that [A¥&;| < 1, so
i <[], Therefore,

0°m(&r, ..., &) = [AET g m (AR &y, L A

< sup [ m(©)| (X - (A
Lesn—1

< Cal&a[ ™ -+ |&nl ™,
and so Corollary 4.3 can be applied to get the result.
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4.2 Mihlin-Hormander’s theorem

Like Marcinkiewicz’s theorem, Mihlin-Hormander’s theorem allow us to see if a
certain bounded function is an M} multiplier. In this result, we allow our function
to have a less restrictive growth of its derivatives. The price to pay, though, is that
the function must have derivatives of higher order.

Theorem 4.5 (Mihlin-Hoérmander’s theorem). Let m be a bounded function on
R™\ {0} such that for some A < oo,

1/2
( [ ptmier dé) < ARl < o,
R<[¢|<2R

whenever |a <ng:= |n/2] +1 and R > 0. Then, m € MP for any 1 < p < oo.

Proof. Let ¢ € S be supported in the annulus 1/2 < |¢] < 2 with

S (€)= D w2 =1, Ve £ 0.

k€EZ keZ

Let mg(§) = m(f’){b\(Z*kS), for any k € Z, and define K = m;,!. In general, Kj,
would be a distribution, but observe that m;, € L?, so K}, is actually an L? function.
Trivially, Y, ., K = K in §'. Indeed, notice that

Rn

wilh) = ((Fne) )0 = [ muiorf(e) e

as well as

k() = ((Fm) )0 = [ mierite) e

R

so, by the dominated convergence theorem, we have

(|’€|§V Kk) (f) = ;N Ki(f) = |k|§\7 ((?mk)v> (0)

_ ((}m S i )) 0 2= ((Fn) )0 = K0

This is true for any function f € &, so by Banach-Steinhaus theorem
[1, Theorem 3.15], we have the desired convergence. Next, we shall see that there

Untuitively, K} is the part of the distribution K = m whose frequencies are located in the
annulus 2°~1 < [¢] < 2F+1
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exists some constant C such that

sup/ |Ku(@)|(1+ 2[2)) 4z < (4.1)
kEZ n

1
sup - VK (2)|(1 + 28|z])*dz < C. (4.2)
kez 25 Jgn

For the first inequality, we write
/ | K(2)](1 + 2%|z|)Y4de = / | K (2)] (1 + 2F|z|)™0 (1 + 2% |z )40 g,
R™ R™

Notice that the integrand is positive. Thus, by Cauchy-Schwarz inequality applied
to |Kp(x)|(1 4 2¢|z|)™ and (1 + 2%|z])/4~"0, we have

| K(2)](1+ 2°[2])da
R

1/2 1/2
< (/ |Kk(x)|2(1+2k|x|)2"°dx> (/ (1+2k|x|)1/22"°dx> )

For the first integral, notice that
no ] )
(142" < ) 2l
5=0

but we have

|z = \/(:c% o a2)k < 112%;;|xlyj = [27],

where 7, is some multiindex with |7y,| = &, so clearly

no
szk’x‘j < Z 2k1l| 271
7=0 I1<no

For the second integral, we easily have that
2ng — 1/2 =2|n/2| +3/2 > n,

for any n € N, so 2ng —1/2 — (n — 1) = > 1, meaning that

1/2 . 1/2
([ ae2ae o) = g ([ e o)

1 %0 1 1/2
S sman—n r"tdr
~ 9(k/2)(2no—1/2) 0 (Q—k: + T)Zno—l/Z

< L
S S0/ Ere-1/2)
< 1

— 9onk/2’
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Therefore, we have that

1 2 1/2
i |Kk<x>|<1+2’f|x|>1/4dxsan/g( [ @] 32 2 dx)
! ! [yl<no

1 1/2
S Surz (/ | Ki(x)[? 2201 [27]? dﬂﬁ)

[vI<no

1/2
an/z Z QkM(/ |27 Ky()]? dx) ;

[vI<n0

and since m = C’WD“ff(\k = C,D7"my,, we have by Plancherel’s theorem that

K, 1+ 282 Y4de < 1 2kl D 2d v
Rnl k(2)[(1+ 2%[x])dx 2nk/22 n\ my ()" d§ | .

[v[<no

We now use Leibniz’s rule to write D7m,, as

DYmy. (&) = D7( mwg k) ZCMD(S 776(@(5))

6<y
=3 Cs, Dm(&) D7 ((27¢))
<y
=3 G D@D (22
<y

and so we finally have

/n | K (2)] (1 + 2%]a])de

: -~ 2 1/2
= g D 2]”( / ADPm(§) D0 (27Fg) 27k df)
"y‘<no R™
~ 1/2
S g 3 2 Yo 5'( Do m(e) D72 k) [ df)
[v[<no <y Rn
! ) 1/2
<gm L L2 [y 1P )
Iv|<no 6<v 2k—1<|g|<2k+1
1 2 ) 1/2
= 2k5|(/ Dom(¢ d5+/ DPmi(e dg)
2 ’Yglo ; 2k-1<jg| <2k | ( )‘ 2k<jg|<aktt ‘ ( )‘

! 1/2
S 2nk/2 Z Zkal <A2 22(k‘—1)(n/2—|(5‘) +A2 22k(n/2—|6‘)>

[7[<no 6<y

< 2nk/2 Z ZQkWA ok(n/2—4]) an/z Z ZA onk/2 . _

[7|<no 6<v [v|<no 0<~
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Similarly, to prove inequality (4.2), we can repeat the same argument for each deriva-
tive 0., Ki. As before, we shall arrive to

1
10, Ki(z)|(1 + 2k|:1c|)1/4dx < ST Z okl7] (/

[vI<no

1

1 ) 1/2
% /.. ?:ﬂ &viKk(a:)) dx) :

n

Now, since x@(k(g) = C,; DV(&mg(§)), using Plancherel’s theorem we get

1
2k

k 1/4 1 k 2 12
| 10e i) (1 2 al) M S 5o 3 2'”'( / o D (Emi(©)] dg) ,

[v[<mno

and if we write
1

or D(Emi(©) = o DY(Em(©F(276) = D7 (m(©)f(27+),

where wi(ﬁ) = fix/b\(f), notice that t; is also supported in 1/2 < |€] < 2, and so
repeating the previous computation using Leibniz’s rule will give us the desired
bound.

With this inequalities proven, we shall now use (4.1) to see that K is actually a
real valued function defined on R™ \ {0}; that is,

converges to a finite value for almost any = € R™\ {0}. To begin with, we have that

the series
> Ki()]

k>0

is of positive terms for each z € R™\ {0}, so it converges either to a finite or to an
infinite value. Because of (4.1), it follows that, for 6 > 0,

(1 +2’f5)1/4/

|x|>6

K@) do < [ K]+ 2e]) di < C

lz|>8
so, by the monotone convergence theorem,

C ~

k>0 k>0

This means that the set {|z| > §: > ko [Ki(z)| = oo} is of measure zero, for any
6 > 0,80 Y 50 [Kk(z)] < oo for almost every x € R™ \ {0}. On the other hand,
notice that

sup |Kk(l’)|<1+2k|x’)1/4dx:sup/ K (2)](1 + 25 [2))4(1 + 2F|2]) =8 da
keZ JRn keZ JRn

< sup | Ke(2)|(1 + 2% |z))Y4dz < C,
keZ JRrr
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which means that

(1+ 2k25)1/4/

|x| <28

Kl de < [ K@+ 2l < €,

|z|<28

and so

/ D Ki(z)] do < CY (1+2°20)4 — (1+286)'/* = ¢ < 0,
0<|2[<26 3 g

k<0

which yields that for any § > 0, the set {0 < |z| <25 : >, |Ki(z)| = oo} is of
measure zero, and in particular, Y, _, |Ki(z)| < oo for almost every x € R™\ {0}.
All in all, we conclude that

Z | Ky (x)| < oo

kez
for almost any = € R™ \ {0}, and hence

> Kil)

keZ
converges to a finite value for almost any = € R™\ {0}.

In order to conclude the proof, we are going to see that K satisfies
Theorem 1.5. Both the first and third conditions of the theorem are already seen.
Also, T is bounded from L? to L? because m € L*. Thus, it only remains to see
that

sup/ |K(z—y) — K(x)|dx < C" < 0.
Y70 Jlz|>2ly|

Instead, a stronger bound, namely,

/ Ko — y) — Ki(@)lde < C' < oo,
|z|>2]y|

kEZ

for every y # 0. Fix such y and take ky € Z so that 275 < |y| < 27%+L For k > ky,

Z /||>2 ||Kk(x—y) — Ky ()| dz < Z /||>2| ||Kk(x—y)| + | Kp(z)| d

k>ko k>ko
< ([ el [ (g a)
k>ko |z[>2]y] |z|>2]y|

= ,; </|m|z|y )l e /|xzzy| ) dx)

1 4+ 9k 1/4
/ |Kk(x)|ﬂ dr
|z|> [yl

= 224% H@ldr =25 (14 2% )t/

k>ko k>ko

1
<2§ _— K 1+ 2k 14 q <
= & <1+2k|y|)1/4/Rn| k(2)[(1 +2%|2) T > U
0
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where we use (4.1) for the last inequality and the fact that Y-, , 1/(1+ 2¥[y[)"/*
converges. On the other hand, for k < kg,

Z/|>2l "Kk(x—ZU)_Kk(x” dz < Z/|>2| |/0 | —y- VK, (z — 0y)|db da

k<k k<k

1
< ohort 3 /|>2| / VK (2 — 0y)|do de
k<ko ¥ 1FI=41Y

1
< 2 kott Z/| | / IVEK(z — 0y)|(1 4 2%z — 0y|)/*db dx
k< z|>2|y

<oht Y / IV EK(z — 0y)| (1 + 2|z — y])/dz do
k<kg

S 2—k0+1 Z 2](}0 S Cl,
k<kg

using (4.1). Thus,

Sup/ |K(z —y) — K(z)|de < C' < o0
y#0 Jz|>2[y|

holds, and by Theorem 1.5, T, which is the operator given by convolution against
K = 1n, is strong type (p, p) for 1 < p < oo; that is, m € MP for any 1 <p <oo. [

Example 4.6. Let m € C* on R™\ {0} such that there exists 7 > 0 with
m(A§) = Am(¢), (4.3)

for any A > 0. We prove that m is an M} multiplier for any 1 < p < co. To begin
with, notice that

m(A] = [AT[[m(€)] = [m(&)].
Also, Since m is smooth, it is bounded in the unit sphere S"~! by some constant
C > 0. Thus, for any £ € R™\ {0}, we take A = |¢|7!, and we conclude that

(m(&)| = Im(A)| < C;
that is, m is bounded on R™\ {0}. Now, we take derivatives in (4.3), so for a € N
Nl DRm(AE) = A" Do),
and taking again A = [£|™!, we obtain that

2
/ | Dm (&) de < C; g =, / pri=2lel g,
R<|¢|<2R r<je|<2r |§[H1® R<r<2R

The last integral must be examined for each case (namely, n # 2|a| and n = 2|a|),
but the conclusion is always the same: we can find some constant C” > 0 so that

/ rn—1—2|a\ dr < Can—2|a\'
R<r<2R

Thus, Mihlin-Hérmander’s theorem applies, and so m € M} for any 1 < p < occ.






Chapter 5

The ball multiplier

We have seen already at some points that the boundedness of the Hilbert transform
implies the boundedness of a whole set of operators given by multipliers of the form
Xq, Where () is a square in R", for any 1 < p < oo. It is natural, then, to ask if the
same happens with the so called ball multiplier,

m(&) = xs(£), V& € R™,

where B is the Euclidean ball of radius 1 centred at the origin, for which we consider
the ball multiplier operator,

Tpf = (fXB)V-

Of course, since xp is bounded, it is an M3 multiplier, so the question is whether
X5 1s also an MP for other values of p. To begin with, one can see that T cannot
be bounded outside a critical range that depends on the dimension of the Euclidean
space (see [7]), which is

2n

<p<
n-+1 p n—1

, n > 2.

For a long time, it was believed that, nevertheless, T was bounded in that interval.
This was known as the ball conjecture. At the beginning of the 1970’s, though,
Fefferman proved that, in reality, the ball conjecture is false, and that T is only
bounded from L? to itself. We review here his proof of this fact, which can be found
in its original paper [3] and in [6, Section 5.1]. The proof not only uses part of
the multiplier’s theory exposed in the previous chapters, but also more geometric
elements such as the Perron’s tree construction for the Kakeya’s problem. The
scheme is the following: in the first section, we will see Perron’s tree construction,
and use it to obtain sets with particular properties regarding their area; we will later
on use the ball conjecture to give a result on boundedness of certain multipliers of
half-planes; finally, we will see how the initial Perron’s tree construction actually
allows us to build a counterexample for the former statement, so that the assumption
that the ball conjecture holds must be false.

67
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5.1 Perron’s tree

We start with a triangle ABC' of height hy and base b as in figure 5.1. At height
hy > hg, we take a horizontal line, and we extend the segments AB and C'B until
they reach this former horizontal line, cutting it at points C’ and A’, respectively.

Finally, we take M to be the middle point of the segment AC, and we consider the
segments A’M and C'M.

\é/ Cl

%

A M C

Figure 5.1: Sprouting of triangle ABC'.

This is the first stage of Perron’s tree . We call the triangles AC'M and CA'M
the sprouts of ABC at height hy. The triangles RA’B and TC'B are called the
branches of the sprouts. We shall now compute the area of each branch.

Proposition 5.1. With the previous notation, the area of each of the branches of
an sprouted triangle is*

b (hy — ho)?
Al - ——( ! O> .
2 2hy — hy
Proof. As in figure 5.1, consider a horizontal line at height hg, and let P and N
be the intersections of such line with the segments A’M and C'M. We will do the
computations only for the branch RA’B, since the same argument is valid for the

other one.

We split the triangle RA’B in the two triangles PA’B and RP B, and we compute
the area of each of them. To do so, notice that the triangle PA’B is similar to the
triangle M A’C, so by Thales’ theorem,

hi—hy |PB]
hy  b/2°

Notice that we are not doing any assumption on the regularity of the triangle ABC.
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Now, take a parallel segment from M to the segment AB, obtaining the point B’
at height hg. The triangle RPB is similar to the triangle M PB’, and we also have
that |PB'| = |PB|+ /2, so if hgpp represents the height of the triangle RPB, we
have again by Thales’ theorem that

hRPB _ ’PB‘
ho |PB|+b/2

With this, we conclude that the area of the triangle RPB is

B ((=ho)\?
A o |PB| hRPB . holPB|2 . 0 2h1 . hob(hl — h0)2
RPB = 2 C2APB b Muhe) gy 4(2h — ho)hy

while the area of the triangle PA'B is

i IPBI( =) by — o)’
PA’'B 9 4h1 ’

and so

hob(hy — ho)®  b(hy — ho)?
YT 42k — ho) 4h,
 hob(hy — ho)? + b(hy — ho)?(2h1 — ho)
B 4(2hy — ho)hy
 b(hy — ho)?
~ 2(2hy — hy)

]

Given the sprouts of the previous triangle ABC', we can now repeat the same
process with such sprouts and a new height hy > hy (figure 5.2). By the previous
proposition, the area of these new branches will be

b/2 (hy — h1)? b (hy — hy)?
A, = L2 -

2 2hg—hy 4 2hy—hy’

for each of the sprouts has height h; and base b/2. We shall call this the second
stage of Perron’s tree. In general, given the (N — 1)—th stage of Perron’s tree at
height hy_1, and a new height Ay > hy_1, we can take all 2V=1 sprouts and apply
the sprouting process to each of them, obtaining a total amount of 2V new sprouts,
the branches of which have area equal to

b (hy — hy_1)?

N TN Oy — v
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]

he — hy

hi — ho

Figure 5.2: Sprouting of the sprouts of the triangle ABC'.

In the particular case when

hy, = hozl Vk=1,.., N, (5.1)

and we take our initial triangle ABC' to be isosceles with b = hg, we have that the
total area of the N—th stage of Perron’s tree will satisfy

2 h? N (h —h )2
AT — 0 QkA — 0 2 k k—1
N 2+Z 2 e,

h2 | 1
=24 p
5 * Oz(k+1)2 2hy — hi_q

k=1
h2 Yoo 1
=94 p3
2 Og(mw T + o/ (k + 1) 52)
h2 Yoo 1
< 24 h
T2 O;(’“JF )? ho+ ho/( )
h2 Yo h2 =1
< 94 R <20 2N 2
_2+Oz(l€+1)2_2+02k2
k=1 k=2
1 7 3
=hi(=+——-1)<Zh?
h0(2+ g )_2h0

This fact allows us to construct certain sets with a very particular property. Given
a rectangle R, let R’ be the set formed by two copies of R adjacent to R along its
shortest sides (figure 5.3). With this, we have the following result.
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RI

e |

Figure 5.3: R and R'.

Theorem 5.2. Given n > 0, there exist a set E and a family of disjoint rectangles
{R;}; such that

i) |R, N E| > 2|R,|/15,

i) [El <n); R,
Proof. Take N > 1, and take an isosceles triangle such that its base is the interval

[0, 1] and with height hy = 1, and denote by Ey its Perron’s tree of stage N, with
heights hy, given by (5.1). Because of this choice of heights, it is easily observed that

log(N +2) < hy <log(N +1) + 1. (5.3)

The tree is made out of 2%V sprouts S;, each of them with base equal to 27V. Thus,
the area of each sprout is the same, and it is equal to

|
—(N+1)
P
We denote by A; and B; the left and right vertices of the base of the sprout j,
= 1,...,2", and C; the remaining vertex of the sprout at height hy. Notice that
Ay = A =(0,0), By = B = (1,0), and B; = Ajyq, for j = 1,...,2Y — 1. Also,
we clearly have that the segments AC, and BCy~v have equal length sy, and it is

maximal among all the lengths of the segments A;C; and B;C;. Actually, by Thales’
and Pythagoras’ theorems, we have that

SN = 12—|—<1/2)2 hN:ghN’
and by (5.3), it holds for any segment A;C; and B;C; that

5) 5) 3

= g[log(N+ 2) + log (eN 1)} < g(log(NJr 2) + log(N + 1))

N +2
< 3log(N +2),
(5.4)
because N > 1, so that e < N + 2. With this, we define R; as in figure 5.4 for each
j=1,..,2", where Iy = 3log(N + 2).
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Figure 5.4: Rectangle R; associated to the sprout A;B,;C;.

It is clear that these rectangles are pairwise disjoint, for each of them is contained
in regions that are pairwise disjoint too. Let us estimate the area of R;. By the sine
theorem,

—

3log(N +2) sin(A. B, D,
R)| = 3log(N +2) [M,Dy| = 21080 +2) sin(4,5,D,)
2 sin(AijBj)
< 3log(N + 2) 1 ~ 3log(N +2) 1
T2 sin(4;D;B) 2% cos(4;C;B;)

but by the cosine theorem, denoting as C the projection of C; onto the horizontal
axis, we have

r o _ [ACI+B;C° — 4, B

cos(A.C.B;
(4,655)) 2 |A;C51 | B Cjl

_AGI - 1A G + 1B;CI” — | B,CjI* + 2| B, Cj| |A;Cj|

2 |A;C51 | B;Cjl
_ 2R+ 2ABC ACY 2% 4
214G 1B Gyl T 28R B

so in the end,
151og(N + 2
R < BlosWVr2) (5.5)

2 2N+l
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Now, clearly, the set R will intersect Ex with at least the j—th sprout, and
because of (5.4), (5.3) and (5.5) (in that order), we actually have that

hy - log(N + 2)

|R;- NEn| > |R; N S;| =155 = ON+1 = ON+1 = 15

IR k (5.6)

which is property i) of the theorem. To prove ii), we simply have, again by the sine
theorem, that

Ry = 310g(% +2) sm(A B, Dj) > 310g(]}\§+ 2) sin(Aj/Bj\Dj)
2 sin(A D;B;) 2
3log(N +2) . 3log(N+2) 1
2 Q—NSIH(A B D ) Q—NE
2
log(N + 2)
S =

SO

log(N + 2)

Z|Rj| = QNT 2log(N +2),
J

but |Eyx| < 3/2 in virtue of (5.2), so given n > 0 we might just assume that N is

large enough so that

3
5 < 2nlog(N + 2),

and thus i) follows, taking £ = Ey. O

5.2 Boundedness on half-planes

Assume the ball conjecture is true, and that T is strong type (p, p) for some p # 2.
From this, we are now going to prove a statement that regards boundedness of
families of multiplier operators of half-planes. The idea is to use Tz to approximate
those operators by considering disks of increasing radii, and see how the presumed
boundedness of T affects the boundedness of the family. We start with a technical
lemma.

Lemma 5.3. Let R be a rectangle in R?, and let v be a unitary vector parallel to
the longest sides of R. Let

H={recR*: z-v>0},

and let R y
Tuf = (fxn)

be its associated multiplier operator. Then,

1
| Tuxr| > ToX®

where R’ is as in figure 5.5.
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Proof. Without loss of generality, we might assume that R is centred at the origin,
for T3 is translation invariant. Moreover, we shall also assume that v = (0, 1), so
in particular H = R x [0,00) and R = [—a,a] X [=b,b] for some 0 < a < b < o0,
because the Fourier transform is rotation invariant.

We need to prove that for z € R/, we have

T > —.
Tuxa(o)| = 15

To do so, take © = (x1,2z2) and & = (£, &), and we start writing

X (EXR(E) = X(0,00)(&2) (X[—asa) (E1) X[ (&2) )A = Xoaa (&1) X—0(£2)X[0,00) (&2),

and because X[o) can be written in terms of the sign function as

1 +sgn(&) 1+i(—isgn(&s))
2 B 2 ’

X[0,00) (§2) =

we have

—

Id++H
Trxr(r) = Xaa (1) (X8 X0.00)) " (%2) = X[-a)(11) ———

5 X[-b) (z2),

where Id is the identity operator, and H is the Hilbert transform. In particular, for
xr € R, it holds that |z;| < a and b < |z2| < 3b, so we actually have

7
Tuxr(z) = §HX[fb,b} (x2),

and

L[ Xon(y 1o 1
Hx(-b)(2) =p-V-—/[—m dy = —/ dy = —log
T Jr T2—Y T J 2~y T

which yields

1
Ty xr(z)| = Py

Finally, notice that when b < x5 < 3b, we have

=

Jfg—b

I’Q+b _2:I2—|—b_2:3b—l’2>0,
ZEQ—b I’Q—b l’g-b
so that ;
‘log T2t H>10g2,
ZL’Q—b
while for —3b < x5 < —b,
.’L’Q—b 9 _ b—l’g _9— 3b‘|‘l’2 >07
ZL‘Q—I—b —b—fL’Q —b—ZEQ
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meaning that

b _
log T2t H = ‘1og o > log 2.
T — b )
Hence, in the end, we conclude
log 2 1
T —
as we wanted. O]

Theorem 5.4. Let (v;); be a sequence of unit vectors in R?, and let
Hj={z eR®:z-v; >0}
be the half-plane defined by the vector v;. Also, let x; = x3;, and
Tif = (F)"
Finally, assume that the ball multiplier operator,
Tpf = (fAXB )v,

is bounded for some 1 < p < oo. Then,

H (; ’ijj!Q) - ) S H <; !fj|2) -

for any sequence of functions (f;) C L*.

)
p

Proof. We shall do the proof for Schwarz functions, as the general statement would
follow by density. For each j, we consider the family of operators (77), defined as

T’]rf = (.]?XB(rvj,r) )v-

Notice that, as r — oo, we have that xp(v;») — X; pointwise, so we expect as well
some sort of convergence of the family (77), towards T}. Indeed, take z € R2. We
have that

775(0) =Tt @] < [ 1FOxm02,0€) = FlEn,©) de
N /RQ X5 (6) = XBiro,n (O] F(E)] dE,

but all the functions ]ﬂ IXj — XB(rv;r| are integrable functions that converge point-

wise to zero when r — oo and that are bounded from above by ]ij], so by the
dominated convergence theorem we conclude

~

tim [777(2) = Ty @)| < [ Tim [FQ)] 13(6) = xaom, )] d =0,
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meaning that 77 f converges pointwise to T} f when r — oo. In particular, by Fatou’s
lemma [1, page 11], we have that

1/2
(S mse)

so it suffices to see that

1/2 1/2

()] =l ()
J p J
for any r > 0, where C' is a constant independent of r. To do so, first write
T fi(x) = (FixBeon) (@) = (T, (T, 1) XB01) ()
TITV X N v
— 62 J ((Trvjfj)XB(O,r)) (l’)

TV X —2mirv;- \
= T (€72 f)" X)) ()

— 6271'2'7“1)]-~x Tr(e—Qﬂirvffj)(l,)’

so that, if g; = e=2™"" f, then

1/2 1/2
H (Z rT;ij) _ H (Z \T’”gﬁ)
J p J

Now, the operator 1" has the same norm as the ball operator Tz, for its multiplier
is simply a dilation of the former (Proposition 2.18). Therefore, 7" is strong type
(p, p) by hypothesis, and applying Theorem 1.9, we conclude that

(Sme) ] e (Sur)

= C(p, M;f(xB))H (Z |fj|2> "

as we wanted. ]

< lim inf
» r—00

)
p

1/2
(s

)
p

p

p p

)

p

Remark 5.5. It is important to observe that this proof cannot be replicated, for
instance, using squares instead of balls to approximate the half-planes H;. Indeed,
suppose we tried to. We could think of using, for each half-plane #;, a sequence of
squares (;(rv;,r) such that one side of the square is on 0H; (thus, in particular,
Qj(rvj,r) C H;). With this, we would still have that xq, (v, — X; Wwhen 7 — oo
pointwise, and so we could conclude again that 77 f converges pointwise to T} f when
r — o0o. Applying again Fatou’s lemma, we could reduce again the problem to see
that T = (T7), is a bounded operator on LP(R", £?). But now, we would have that

T7 f5(2) = (Fixa,eem) @) = (T, (e, 1) X0 0m)) (@)

TITV - N v
= 62 Y $((Trvj f])XQJ(()’T)) (.I')
TV, X —27irv;- v
= (e )N X,0m) (2),
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and though the squares ();(0,r) have the same center and radius, they are rotated,
in general, with respect to the square {x € R? : ||z|loc < r}. This means that each
multiplier xq, (o, is different, so we cannot proceed using Theorem 1.9 as before.

5.3 The answer to the ball multiplier problem

We are now ready to disprove the ball multiplier problem; that is, to prove that Tz
is not strong type (p,p) for any 1 < p < oo different from p = 2.

Theorem 5.6. The ball conjecture is false: Ty is only strong type (p,p) for p = 2.

Proof. By de Leeuw’s theorem (Theorem 2.21), it suffices to do the case n = 2.
Moreover, by symmetry (Theorem 2.15), we might just assume that p > 2. Take
any > 0, and let E and {R;},; be given by Theorem 5.2. For each j, take v; an
unitary vector parallel to the long side of R;, and let H; be the half-plane defined
by v;, and T} its associated multiplier operator (as in Theorem 5.4). Finally, let
fi = Xr,;- By the monotone convergence theorem, one has

/ > T fi(@) de =) / |T;f; () d.
E —JE

J J

By Lemma 5.3, we get

/|ng Ik dx>2/ Tl () 1OOZ\R’0E|

and by Theorem 5.2,
1
— R.NE|>— R;
100 z]: 5 | 750 Z Il

On the other hand, since p > 2, we can apply Holder’s inequality with p/2 and
(p/2) = p/(p — 2), and Theorem 5.4 to get

1/2
/ N ITy (@) dx < |E|0D (Z |ijj|2)
E . X
J J
1/212
< |20 (Zw)
j P
1/2
— ’E’(p—Z)/p (Z|XR]~‘2)
J

but because the rectangles R; are disjoint,

(Z |XRJ|2)1/2

2

p

2

)
p

2
| |2

~ |2 (Z|R|) |

p
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and using again Theorem 5.2, we conclude

2/p
|E|<p-2>/p(Z|Rj|) <0 IR
J

J

All in all, we have obtained that

=S IR S0 IR
J J

but n was arbitrary, which is therefore a contradiction. The error can only be in
Theorem 5.4, which assumes that T is strong type (p, p). Thus, the former theorem
is disproved, and the ball conjecture is false. O

It is interesting to contrast this fact with what happens with the multiplier
operators of polygons. Let P be a convex polygon of k sides aq, ..., a;. Notice that
we can write the characteristic function of the polygon as

XP = XH1 " XHu>

where H; is the half-plane of R? such that the side a; is contained in OH; and
P C H; (see figure 5.5). But each function y3, is an M} multiplier, for 1 < p < oo
(use Example 2.20 and apply some rotation). Thus, by Proposition 2.19, xp is
also an MJP multiplier. Of course, the same argument works for proving that if P
is a convex polyhedra in R", then yp is also an M} multiplier for 1 < p < oo.
This is counter-intuitive, because geometrically, a disc is nothing more but a limit
of polygons inscribed on the disc with an increasing number of sides, and still, the
boundedness of their associated multiplier operators is lost completely when passing
to the limit.

Figure 5.5: Polygon P and half-plane H,.
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